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Executive Summary

The 3rd ODIP Workshop took place on 5 - 8 August 2014 in Townsville MC, Australia, at the Australian Institute of Marine Science (AIMS). 40 people from Europe, USA and Australia attended including representatives from IODE. Among those attending the meeting in person six participants joined the meeting remotely. There was discussion about the progress of the activity plans of the 3 ODIP prototypes projects that were accepted by the ODIP community and as documented in Deliverable D3.2 -Results and conclusions from Prototype Analyses. In addition 3 more topics were included that had been identified and prioritized by the ODIP project partners.
The main topics addressed were:
· ODIP Prototype Project 1: Establishing interoperability between SeaDataNet CDI, US NODC, and IMOS MCP Data Discovery and Access services, making use of a brokerage service, towards interacting with the IODE-ODP and GEOSS portals

· ODIP Prototype Project 2: Establishing deployment and interoperability between Cruise Summary reporting systems in Europe, US and Australia, making possible use of GeoNetwork, towards interacting with the POGO portal 

· ODIP Prototype Project 3: Establishing a prototype for a Sensor Observation Service (SOS) and formulating common O&M and SensorML profiles for selected sensors (SWE), installed at vessels and in real-time monitoring systems
· Vocabularies/Persistent identifiers
· Data publication and citation
· Data ingestion
This deliverable reports on the organization, participation, proceedings and outcomes of the 3rd ODIP Workshop. It concludes with a list of additional actions that have come out of the Workshop discussions in addition to the activities planned for the further development of the 3 ODIP Prototype projects and the planned Deliverables. Their actual development is a joint activity undertaken by ODIP partners leveraging on the activities of current regional projects and initiatives such as SeaDataNet (EU), IMOS (Australia) and R2R (USA). 
The 4th ODIP Workshop is planned to take place at BODC, Liverpool, UK, in March – April 2015. 

Introduction
The Ocean Data Interoperability Platform (ODIP) project aims to establish an EU / USA / Australia/ IOC-IODE coordination platform, the objective of which is to develop interoperability between existing regional marine e-infrastructures in order to create a global framework for marine and ocean data management, and to demonstrate this coordination through several joint EU-USA-Australia-IOC/IODE prototypes that demonstrate effective sharing of data across scientific domains, organisations and national boundaries. 

ODIP will convene four workshops during which the project partners and other invited experts will review and compare existing marine data standards in order to identify major differences between them, and propose how to overcome these through the development of interoperability solutions and/or common standards. 
The 3rd ODIP Workshop took place on 5 - 8 August 2014 in Townsville MC, Australia, at the Australian Institute of Marine Science (AIMS). It was organized and hosted by AIMS. The programme was dedicated to monitor the progress of the 3 ODIP Prototype activities and further discussing the additional topics of Data Publishing & Citation, Vocabularies and Person Identifiers for which discussions were introduced and started at the previous ODIP Workshops. The Workshop was joined by oceanographic data management experts from the 3 regions (Europe, USA and Australia) and IOC-IODE.
List of Participants
As part of the ODIP project strategy for wide communication, an extensive mailing list of more than 100 experts is maintained representing the ODIP project partners and their associated projects and initiatives. Following the same successful approach of the previous two Workshops, this list together with the ODIP website was used to invite participants for the third ODIP Workshop. Moreover a draft agenda was circulated and amended over time to support the invitation process. As a result 40 attendees from 10 countries took part in the 3rd ODIP Workshop (6 of them participated remotely by "Zoom" video conferencing). They were: 
Robert ARKO



LDEO, United States
Scott BAINBRIDGE


AIMS, Australia
Irina BASTRAKOVA


Geoscience Australia, Australia
Sergey BELOV



RIHMI-WDC, Russian Federation
Justin J.H. BUCK


BODC, United Kingdom
Kenneth S. CASEY


US-NODC, United States
Cyndy CHANDLER


WHOI, United States
Guillaume CLODIC


IFREMER, France
Simon COX



CSIRO, Australia
Karien DE CAUWER


RBINS-BMDC, Belgium
Paolo DIVIACCO


OGS, Italy 

Ben DOMENICO


UNIDATA, United States
Jocelyn ELYA



FSU COAPS, United States
Renata FERREIRA


SIO-UCSD, United States
Kim FINNEY



IMOS, Australia
Cristiano Fugazza


CNR, Italy
Guillaume GALIBERT


UTAS, Australia
Margarita CONKRIGHT GREG

US-NODC, United States
Helen GLAVES



BGS, United Kingdom
John GRAYBEAL


Marine Explore, United States

Jonathan HODGE


CSIRO, Australia
Sissy IONA



HCMR, Greece
Jonathan KOOL



Geoscience Australia, Australia
Thomas LOUBRIEU


IFREMER, France
Roy LOWRY



BODC, United Kingdom
Angelos LYKIARDOPOULOS

HCMR, Greece
Elena PARTESCANO


OGS, Italy
Jay PEARLMAN


IEEE, United States

Roger PROCTOR


UTAS, Australia
Dick SCHAAP



MARIS, Netherlands
Serge SCORY



RBINS-BMDC, Belgium
Shawn SMITH



FSU COAPS, United States
Tobias SPEARS


DFO-BIO, Canada
Karen STOCKS



SIO-UCSD, United States
Paolo TAGLIOLATO


IREA CNR , Italy

Mickaël TREGUER


IFREMER, France
Andrew TRELOAR


ANDS, Australia
Charles TROUPIN


ULG, Belgium
Rob VAN EDE



TNO, Netherlands
Matteo VINCI



OGS, Italy
There was good cross-section coverage of all involved EU, USA and Australian regional infrastructure projects and initiatives that are stakeholders of the ODIP project despite the fact that the 3rd ODIP Workshop timing coincided with summer break period for the EU and USA regions. There was also representation from the international IOC-IODE Ocean Data Portal (ODP) project.

1 Workshop Agenda

Building on the work done during the 2nd ODIP workshop, the 3rd workshop focused on the progress of the three prototype development tasks that are currently being undertaken by the ODIP partners. The agenda for the workshop included a dedicated session for each prototype development task. The individual sessions were made up of a short plenary to give an overview of the prototype under development and an update of current progress / activities which was then followed by a period for discussion. There were then break-out sessions that provided each prototype development group with the opportunity to work in small groups. 
Three additional discussion topics have been included in the meeting programme. These topics were already initiated at the previous ODIP Workshops and during the ODIP project partners’ meeting that was held at the EGU conference (April 2014) it was agreed to prioritise discussing progress on these topics again. An expert for each topic from the three main geographic areas (Europe, USA and Australia) was nominated and selected in consultation with the local representative for each of the regions. Each topic session had a nominated leader and a reporter was also appointed for each one on the first day of the workshop. 
The overall workshop agenda was circulated to all ODIP partners by e-mail before the workshop and also published on the public ODIP website.
Workshop Topics 

	Session
	Title
	Leader

	1
	ODIP Prototype 1
	Dick Schaap

	2
	ODIP Prototype 2
	Bob Arko

	3
	ODIP Prototype 3
	Roger Proctor

	4
	Vocabularies/Persistent identifiers
	Simon Cox /Roy Lowry

	5
	Data publication and citation
	Cyndy Chandler  

	6
	Data ingestion
	Dick Schaap

	7
	Workshop wrap-up
	Helen Glaves


During the Workshop a further detailing (presentations, demos) took place which is given below.
Agenda
	
	Tuesday, 5 August 2014 

	08:45 –09:00
	Registration

	09:00 –09:10
	Welcome & Workshop logistics by Scott Bainbridge (AIMS)

	09:10 –09:20
	Workshop aims and objectives by Helen Glaves (ODIP project co-ordinator)

	09:20 –09:35
	Introductions: 

Introduction by partners (Name, Country, institution, main responsibility, expectations for this workshop) 

	 
	

	
	SESSION 1 - ODIP Prototype Development Task 1: Plenary

	09:35 –10:15
	ODIP 1: aims, activities and progress, led by Dick Schaap (EU)

	10:15 –10:35
	Feedbacks & Discussion: 

	 
	Feedback by AODN: Bcube brokering with IMOS/AODN, by Roger Proctor (UTAS)

	 
	Feedback by IODE-ODP, by Sergey Belov (RIHMI-WDC)

	10:35 –10:50
	ODIP 1: Impact assessment, led by Thomas Loubrieu & Dick Schaap

	
	Impact assessment - Introduction, by Thomas Loubrieu (IFREMER)

	 
	Impact assessment - Report, by Thomas Loubrieu (IFREMER) with input from all partners

	10:50 –11:10
	Break

	
	

	
	ODIP Prototype Development Tasks: working session

	11:10 –13:00
	ODIP prototype development tasks: break-out sessions

	13:00 –14:00
	Lunch

	
	

	 
	SESSION 2 - ODIP Prototype Development Task 2: plenary

	14:00 –14:40
	ODIP 2: aims, activities and progress, led by Bob Arko (USA) 

	14:40 –15:00
	Discussion

SeaDataNet's Cruise Summary Report in GeoNetwork, by Mickaël Treguer, Thomas Loubrieu (Ifremer)

	15:00 –15:15
	ODIP2: impact assessment, led by Thomas Loubrieu & Bob Arko

Impact assessment sessions report, by Thomas Loubrieu (IFREMER) with input from all partners

	15:15 –15:30
	Break

	
	

	
	ODIP Prototype Development Tasks: working session

	15:30 –17:30
	ODIP prototype development tasks: break-out sessions

	
	Discussion and demos on ODIP3

Unidata (University Data) by Ben Domenico (Unidata Program Center, UCAR)

	
	

	
	Wednesday, 6 August 2014

	
	SESSION 3 - ODIP Prototype Development Tasks: working session

	09:05 –09:45
	ODIP 3: aims, activities and progress, led by Roger Proctor (AUS)

	09:45 –10:05
	Updates from around the world & Discussion

	
	Ritmare starter kit, by Paolo Tagliolato (IREA-CNR)

	
	SOS coriolis, by Thomas Loubrieu (Ifremer)

	
	Eurofleets SensorML 2.0, by Dick M.A. Schaap (MARIS)

	
	ODIP prototype3, BODC activity, SOS work, by Justin Buck (BODC)

	
	Review of SDN/IMOS SensorML/O&M compatibility, by Kim Finney (IMOS/AODN)

	
	2 SOS installations, pressure test, by Scott Bainbridge (AIMS)

	
	SMG; sensorCloud; viz, by Jonathan Hodge (CSIRO)

	10:05 –10:20
	ODIP 3: impact assessment, led by Thomas Loubrieu & Roger Proctor

Impact assessment sessions report, by Thomas Loubrieu (IFREMER) with input from all partners

	10:20 –10:35
	Break

	
	

	 
	ODIP Prototype Development Tasks: working session

	10:35 –12:30
	ODIP prototype development tasks: break-out sessions

	
	Collaborations:

Belmont Forum and the Collaborative Research Action (CRA), 
RDA Marine Data Harmonization IG, by Andrew TRELOAR (ANDS)

	12:30–13:30
	Lunch

	
	

	
	SESSION 4 - Vocabularies

	13:30 –15:00
	Plenary, led Simon Cox (AUS), Roy Lowry (EU) and Karen Stocks (USA)

	 
	SAMOS Vocabulary Mapping, by Jocelyn Elya (FSU)

R2R Vocabulary Mapping, by Renata Ferreira (SIO/UCSD)

MMI Vocabularies Update, by Karen Stocks (SIO/UCSD) on behalf of John Graybeal (MMI)

European ODIP Vocabulary Work, by Roy Lowry (BODC)

Mapping AODN Parameter Names to Observable Properties Ontology, by Kim Finney (IMOS)

	15:00 –15:15
	Break

	
	

	15:15–16:15
	Discussion led by Simon Cox

Linked data registries, A management tool example, by Simon Cox

	
	ODIP Proposal: plenary

	16:15–17:30
	ODIP follow-on project proposal (EU call: INFRASUPP-6-2014), by Dick M.A. Schaap (MARIS)

	
	

	
	Thursday, 7 August 2014

	
	SESSION 5 - Data publication and persistent identifiers (data & people)

	09:00 –10:45
	Plenary, led by Cyndy Chandler (USA), Justin Buck (EU) and TBA (Australia)

	
	Introduction by Cyndy Chandler (WHOI)

AU update - ANDS and Identifiers, by Andrew Treloar (ANDS)

EU update - BODC data citation, by Justin Buck (BODC)

USA update, by Cyndy Chandler (WHOI)

	10:45 –11:00
	Break

	
	

	
	Data publication and persistent identifiers (data & people)

	11:00 –11:45
	Discussion, led by Cyndy Chandler

DOIs in R2R, by Bob Arko (LDEO)

	 
	

	
	SESSION 6 - Data ingestion

	11:45 –13:00
	Plenary, led by Dick Schaap (EU), TBA (USA), and TBA (Australia)

Introduction, by Dick Schaap (MARIS)

	
	Geoscience Australia ingestion activities, by Irina Bastrakova (GA) 

	
	SAMOS and Deep-C, by Shawn R. Smith (FSU)

	
	Data ingestion at US NODC (remote presentation), by Ken Casey (US-NODC)

	
	Data Inventory and Tracking System (DITS), by Karien de Cauwer (BMDC)

	
	ANDS ingestion activities, by Andrew Treloar (ANDS)

	
	TNO ingestion activities, by Rob VAN EDE (TNO)

	
	Data ingestion system - Ifremer, Sensor Nanny, by Thomas Loubrieu (Ifremer)

	
	Secure File Archive (SFA) system - BODC, Roy Lowry (BODC)

	
	IMOS/AODN ingestion activities, by Roger Proctor (UTAS)

	
	Ritmare starter kit, by Paolo Tagliolato (IREA-CNR)

	
	Unidata IDD and others, by Ben Domenico (Unidata Program Center, UCAR)

	13:00–14:00
	Lunch

	
	

	
	Data ingestion

	14:00 –15:15
	Discussion, led by Dick Schaap 

	15:15 –15:30
	Break

	
	

	
	Topic breakout sessions

Informal discussions for the additional topics added for this workshop 

	15:30 –17:00
	Breakout sessions on Vocabularies, Data citation & persistent identifiers, Data Ingestion

	 
	

	
	Friday, 8 August 2014

	
	SESSION 7 - ODIP prototype development projects

	09:00 –10:00
	Feedback from each group on activities during the workshop

	
	ODIP 1, by Dick Schaap (MARIS)

ODIP 2, by Bob Arko (LDEO)

ODIP 3, by Roger Proctor (AUS)

	10:00 –11:00
	Additional topic reports

	 
	Vocabularies, by Helen Glaves (BGS)

Data citation/Persistent identifiers, by Karen Stocks (SIO/UCSD)

Data ingestion, by Dick Schaap (MARIS)

	11:00 –11:15
	Break

	 
	

	11:15 –11:45 
	Plans for next 8 months (including status and planning of deliverables), by Helen Glaves (Co-ordinator) 

	11:45 –12:15
	4th ODIP workshop, by Sissy Iona (HCMR) 

	12:15 –13:00 
	Closing remarks, by Helen Glaves (Co-ordinator) 

	
	


2 Workshop proceedings
All presentations and associated videos are available at the ODIP website (www.odip.org) under the “Workshops” menu option. The presentations are hosted by IODE at:
http://www.iode.org/index.php?option=com_oe&task=viewEventAgenda&eventID=1555
The video recordings will be uploaded at the above websites as soon as their processing will be finalized. 

Reference documentation about the developments for the ODIP Prototype activities can be found at: http://www.odip.org/content/content.asp?menu=0370000_000000
Day 1 of the Workshop

2.1 Opening of the Workshop
The 3rd ODIP Workshop was held on the 5 - 8 August 2014 at the Australian Institute of Marine Sciences (AIMS), Townsville MC, Australia. The meeting was opened by Scott Bainbridge (AIMS). He welcomed everyone to the meeting and gave a background briefing on AIMS that is one of the first tropic marine agencies to study the Great Barrier Reef. He presented the AIMS geographical span of field and research work, its organization, its fleet, and the large local facilities including the sea simulator- a reef based aquarium for climate experiments. He also explained the local logistics, transfer options from-to AIMS, the local arrangements for the social events of the meeting (group dinner, visit at the sea simulator and the Institute harbour).
Helen Glaves, ODIP-Coordinator, welcomed all participants on behalf of the coordinators and thanked the local organizers for the excellent facilities and their efforts in organizing this workshop. 
2.2 Workshop aims and objectives
Helen Glaves recalls that background information, overview and current status as well as the outcomes of the previous workshops can be found at the project website. Helen summarizes the objectives of this third Workshop explaining that smaller break-out groups will follow each plenary session to discuss and work on the three ODIP prototypes development and on the three additional topics. Helen recalls that the additional topics and in particular the data publication/citation topic was identified since the second Workshop and through discussions at EGU2014 and is directly linked with other on-going activities like Research Data Alliance (RDA, Andrew Treloar is Co-Chair) and in particular with the Marine Data Harmonization Interest Group (Helen Glaves is the Co-Chair, Simon Cox, Bob Arko, Cyndy Chandler, Tobias Spears, Roger Proctor are members), and Belmont Forum (Andrew Treloar is member). She also highlighted the plans for the sustainability of ODIP through the proposal for a second ODIP Project. Partners were invited by the Project co-coordinators to contribute with new ideas to the formulation of the new proposal. Helen then gave the floor to attendants to introduce them referring also to the overview document that was prepared by Sissy Iona, WP2 leader, with the aim to facilitate the introductory procedure. The document was distributed to participants during the registration in paper form and included: Name, Country, institution, main responsibility, expectations for this workshop.
2.3 SESSION 1 - ODIP Prototype Development Task 1: Plenary

Dick Schaap, ODIP Technical Coordinator gives the progress report on ODIP Prototype 1 before inviting the involved ODIP1 partners for their feedback and open discussion with the whole consortium. He recalled the aim of the ODIP Prototype 1 that is to establish interoperability between the regional infrastructures of Europe-SeaDataNet CDI, US NODC, and Australia-IMOS MCP Data Discovery and Access services, making use of a brokerage service, towards interacting with the IODE-ODP and GEOSS portals. ODIP1 is lead by Europe and since the previous Workshop a detailed work plan was developed and included in the deliverable D3.2 that also includes detailed workplans for the other two ODIP prototypes. Dick Schaap then explained the ODIP Prototype 1 context and the concept of the brokerage service used by the GEOSS system. This GEO-DAB Brokerage service is largely based upon the GI-CAT software as developed by Stefano Nativi (CNR) over the years in many projects. Ben Domenico further added to the broker advantages. Dick Schaap then presented the agreed approach for ODIP 1 prototype where Europe, USA and Australia agreed to contribute to the global IODE Ocean Data Portal (ODP) and the GEOSS portal by making use of the GEO-DAB Brokerage Service to harmonise the 3 regional services to a common level that can interact with IODE - ODP respectively GEOSS. Vertical interoperability is being established at collections level and by metadata exchange and later it is also planned to implement horizontal interoperability between the 3 regional systems by making use of OGC WMS – WFS services at granules level. A first step will be made with a further deepening of the vertical exchange towards data brokering within the scope of the present ODIP project, but the actual implementation will be considered in the plans for the successor ODIP 2 project proposal. The brokerage at present works at syntactic level, while harmonisation of semantics e.g. by means of ontologies, is still an open challenge. Very good progress has been made with the vertical interoperability for SeaDataNet. A REST service (IP-IP protected) has been set up that generates and provides dynamically aggregated CDI collections (ca 450 at present) in ISO 19139 XML. These are imported by the GEO-DAB brokerage and converted to the common reference model as ISO 19139 XML and then made available as CS-W service and as OAI-PMH service. The GEOSS portal harvests from the CS-W service and imports the SeaDataNet collections into the GEOSS portal, while the ODP portal harvests from the OAI-PMH service using jOAI. The SeaDataNet collections are now included and maintained in both the GEOSS and ODP portals. Users can discover these collections and then can follow dedicated URLs back to the SeaDataNet portal for further detailing at granules level and for formulating and submitting requests for data. The US NODC already has CS-W, OAI-PMH and OpenSearch services in place at collections level. Planned actions are to review with US NODC which collections will be taken into account and then following steps will be undertaken conform SeaDataNet to make these collections part of ODP and GEOSS in an operational way. AODN is working on the collections and will follow as soon as possible. For the horizontal interoperability between the regional systems use can be made of WMS-WFS at granules level, and also as alternative OpenSearch can be considered. Recently the EU INSPIRE Directive has been amended and now advises use of OGC WMS V1.3.0 and no longer V1.1.1 and WFS from V1.0.0 to V1.1.0. SeaDataNet is underway with this upgrade.  Ben Domenico suggested that this might be another advantage with brokerage e.g. the versioning change is done on the brokerage level without users needed to deal with this. 
Dick Schaap then invited the involved teams for their feedback and further discussions on other different elements of prototype 1 so as to monitor the progress. 
2.3.1 Feedback by AODN: Bcube brokering with IMOS/AODN
Roger Proctor presents the progress (limited) so far based on discussions done at EGU2014 between Stefano Nativi, Jay Pearlman, and Roger Proctor. Two initial possible solutions were proposed by Stefano and further discussed. IMOS is making progress with organising their entries at collections level and this concerns ca 60 collections. These collections should be exchanged with the GEO-DAB brokerage service which is now being further developed in the framework of Bcube. Use will be made of CS-W. In the follow-up discussion a further solution 2+ was brought forward, which is now being analysed for practical implementation. IMOS already has OGC WMS – WFS services which can serve the horizontal interoperability.

Dick Schaap: so far you focus on metadata only?

Roger Proctor: yes, but actually this can give data as well through the clients.
Dick Schaap: what is your definition of collections? How the aggregation is done?
Roger Proctor: certain type of data, Argo is a collection, SOOP is a collection. There are about 60 collections
Dick Schaap: CDI has about 450 at present. 
Next actions: 
· Further cooperation IMOS - CNR for establishing the exchange with IMOS
· Undertake also further work with US NODC

· Establishing horizontal interoperability (WMS - WFS on granules / collection level)
Jonathan Kool: simplify how the collections are exposed to the outside world
Dick Schaap: by machine 2 machine

Ben Domenico: commented the importance of collections concept in the process, virtual collections are found during discovery (like radar products during weather services) but during access you end to individual products. 
.
2.3.2  Feedback by IODE-ODP
Sergey Belov presented the ODP experience on the brokerage activities and the appropriate tool for metadata harvesting facilities. They had technical issues with GeoNetwork and the provided CS-W service by SeaDataNet through the brokerage. This was solved by using the  OAI-PMH protocol which ODP also uses for exchange with   WIS. l). He suggested that clear guidance on metadata harvesting especially for deleted metadata is needed. Sergey Belov made some proposals about the popularization and synchronisation of metadata coming from different platforms. 
Ben Domenico: we are interested on ODP experience with ESRI broker, and possible further experimenting with GI-CAT? 
Dick Schaap: harvesting works O.K. with deletions and it seems the broker can also manage it by refreshing the whole volume of harvested metadata. It is then up to the receiving portals (ODP and GEOSS) to handle the new volume and their deprecations.  
Thomas Loubrieu: they could compare what is harvested and what is available
Then there was further discussion for metadata governance and Roy suggested that ODIP can set rules for governances by regional systems (named ODIP compliance CS-W rules or ODIP CS-W node governance practices). 

Tobias Spears took the floor and referred to the interaction RDA brokering governance working group (led by Stefano Nativi, Jay, Roger, Tobias are members) with ODIP interoperability. The ODP tests with CS-W support, current issues with OAI-PMH are important to drive the RDA group developments. Other groups work like Bcube, Geo_WOW, GEOSS, ESRI are of interest of RDA on how brokering infrastructure technologies can work together. 
The cooperation and involvement of ESRI in ODIP was discussed, ESRI already has sent letter of support to ODIP2 proposal. ESRI involvement will actually be done in ODIP2.
2.4 ODIP 1: Impact assessment with input from all partners
Thomas Loubrieu, WP4 leader, explained that during the meeting partners will brainstorm during each prototype session. Additionally, a Google Drive survey form has been prepared for ODIP partners to register the impact. 
Dick Schaap stressed that input is needed during this meeting to be used both for the Deliverable D4.1 and for the ODIP2 proposal. The Google form can additionally be used for those who are not attending the current meeting. The group discussed on the appropriate way to approach the impact assessment and concluded at the following:
General Benefits

For users:

· Visibility of our data (individual and organisational) and impact of the data resulting in increased profile and subsequent funding opportunities – profile raising

· Enabling multi-parameter / location datasets (data fusion) to deal with larger scale complex problems

· One stop shop for users... how do you quantify this?? Maybe the southern ocean marine protected areas could be an example of someone wanting to find datasets from various countries / agencies – cost benefit analysis

· Increase data sharing / re-use, saves money in reducing data re-collection, optimises data use.

· Potential uptake outside the scientific community, via apps and new methods of delivering data – empowers this type of delivery

For regional systems:

· Ability to find data in our waters that we don’t collect or know about

· Development of common standards and best practice, larger pool of developers and resources to utilise – saves time and resources

· Community of practice, tools and system we can utilise, best practice

· Better ability to develop and utilise emerging technologies
· Framework with competent community which gives confidence and saves time
Implications on regional systems (change management, costs, ...)

General: Implement common rules for metadata management (deprecation, ...)

at EU level: GEO-DAB brokering service

at US level: (Ken Casey, Jay)- to be done

at AUS level: (Roger)- to be done
Vocabularies: to be done
This brainstorming about impact will be repeated during each of the sessions on other prototypes.
Thomas will collect all suggestions and will use these to prepare soon the draft D4.1.  

2.5 ODIP prototype development tasks: break-out sessions
According to the agenda, two break-out working groups on topic 2 (included event logging) and topic 3, took place on 5, 6 and 7 August (working group on topic 1 did not take place because key people were missing). Their feedback on their discussions and the indentified next actions were given at the last day of the Workshop, Friday 8 August, under Session 7. 
2.6 SESSION 2 - ODIP Prototype Development Task 2: plenary
2.6.1 ODIP 2: aims, activities and progress
Bob Arko recalls the goal of the ODIP prototype 2 and summarized the workplan that is: 1) publish ISO Cruise Summary Reports at regional nodes, 2) deploy GeoNetwork catalogs at regional nodes and 3) harvest GeoNetwork nodes into POGO global catalog. As of June 2014, all three regions (MNF, SDN, R2R) are publishing  ISO CSRs (Pamela Brodie of CSIRO is involved for Australia), (2) is in progress and (3) is next to be done. He then reported on the progress at R2R node. In R2R work on mapping and populating existing vocabs is going on. This includes also adoption by USA and Australia of the SeaDataNet EDMO directory which will be expanded with many new EDMO entries for organisations as involved in R2R and MNF cruise activities. MNF will work with the SeaDataNet MIKADO software for preparing CSRs for the R/N Southern Surveyor cruises.  R2R  will continue publishing CSRs as RDF parallel to XML. They embed Linked Data URIs within ISO XML (instead of chief scientists they will publish a link to an R2R database of persons). R2R has adopted the GeoNetWork package that has been adapted by IFREMER for CSR. They will include faceted search and browse, improved harvesting and mapping overlays. He also presented the next actions that are:
· Continue  populating + mapping vocabularies.

· Upgrade support for 19115-2 import in SDN GeoNetwork.

· Establish Cruise ID authority scheme.

· Work with BSH to harvest regional nodes into POGO and resolve duplicates.

· Publish best practices/guidance document.
Then some discussion took place on the R2R CSRs output format and schemas and interoperability issues.
Ben Domenico: how many new records are in POGO because of R2R initiatives? How the community can see these data?
Bob Arko: it is easy to find the USA records in POGO

Simon Cox: is RDF generated by XML?

Bob Arko: RDF is generated in parallel, RDF is richer than XML

Jonathan Hodge: how RDF, XML presented in terms of URLs?
Bob Arko: there are two different name spaces

Jonathan Hodge: so, there can be discovered  different views of a single point

Bob Arko: good point, we focus only on cruises in the ISO records in terms of the identifiers 

Thomas Loubrieu: there is a function in Geonetwork that allows to store ISO contents in RDF 
Bob Arko: we publish in RDF because we can publish more info of the db to RDF compared to XML
Simon Cox: you could put more in XML if you could constraint by  ISO standards and schemas 

Dick Schaap: since you use the CSR schema, can you fully map your db to the CSR in an attribute sense?
Bob Arko: yes, except the  roles (chief scientists), we need roles (Action here)
Dick Schaap: commented that there is good progress in semantic mapping and also AUS will start to use the same schema

Bob Arko: we will use the batch option of MIKADO to connect with the local db

Roy Lowry: proposed that interoperability of CSR and CDI records be enhanced by linking to vocabularies using xlink anchors in addition to the current ISO code list mechanism. Duplication can often be the key to interoperability.
Dick Schaap: this could be an action to consider the implications for the impact assessment (Action, next SDN/TTG).   
Dick Schaap: you use Geonetwork, have you contacted Geonetwork developers, and asked for more functionalities?
Bob Arko: we are interested manily for harvesting
Dick Schaap: refered to the deletions issue in geonetwork

Bob Arko: we did not reach that issue so far

· SeaDataNet's Cruise Summary Report in GeoNetwork
Mickael Treguer presents how IFREMER  has adapted the GeoNetWork software as part of SeaDataNet for handling CSRs with its SeaDataNet Schema and harvesting of CSRs between local nodes and the central CSR node (as operated by BSH) by means of CS-W. He explained the context within SeaDataNet to harvest metadata in an automatic way from the local center and presented the improvements in Geonetwork. He also referred to three problems encountered (GML 3.2.0 is used while there is now GML 3.2.1; a new version of ISO 19115-1 was published this year with some improvements; should we upgrade the CSR Schema to use XLink for external references?). Upgrading the Schema will have an impact on several levels in the SeaDataNet CSR workflow (CSR schema documentation, MIKADO software, CSR portal services, upgrading of all installed nodes). (This provides input for the impact assessment. He then presented an implementation example of Geonetwork in Ifremer for CDI and CSR (in a prototype phase).
Discussion then took place on impact assessment and on how AUS would follow up.
Dick Schaap: are you in contact with Geonetwork developers?
Mickael Treguer: yes, we are working with contractors to publish the work we have done in SDN to be published in the official network of Geonetwork

Dick Schaap: so the impact is beyond SDN
Bob Arko: concerning AUS and how to proceed (as it is on a volunteer basis), we need more records or more partners? Do we need more than one node per region?
Dick Schaap: regional coordination is needed
Some discussion took place on how more AUS fleet operators could join and who is producing records. AIMS could be a good candidate as it is operating 2 RVs. Scott will consider.
Shawn Smith: a general question, who should fill the CSRs, the operators or the scientists?
Bob Arko: in general, the operators

Roy Lowry: in UK it is the scientists

Shawn Smith: one of the outcomes of ODIP could be some guidance who will do the CSRs

Dick Schaap: explained how POGO works, CSRs now come from EU, while in cruise planning there are submissions from all over the world.
Roy Lowry: commented that one responsibility model cannot work for all due to culture differences. In SDN for example it is NODCs, in UK it is chief scientists. What ODIP can do is to expose different models so as people can choose the one that works best for them.
Bob Arko: to resolve the issue until Liverpool (Action until Liverpool)

Vocabularies mapping will be addressed later on vocabs session. Dick Schaap noted that BSH has set up the CS-W on top of CSR and tested it. So later it can be used by POGO harvesting.
USA cannot expose cruise planning. It will be a huge impact to improve this issue.
2.6.2 ODIP2: Impact assessment with input from all partners
General benefit

For users

· Know better who is observing which part of the ocean, what is observed (disciplines), how it is observed (which instruments), helps for cross-calibration.
· Helps to plan new observation programs and cruises especially in regions like Antartic.

· 3 different region's cruises available in one portal (today only European).

· US and Australian cruises description were not available yet in single facilities

· Same standard, so same description 

For regional systems

· New features in GeoNetwork (e.g. vocabulary management, BODC vocabulary harvesting).

· Improved quality of the description thanks to vocabulary mapping or constraints.

· Helps data managers to chase up the datasets from scientists

· Consider availability of restricted observations (moratorium)

· Improved efficiency of ISO record production (Mikado)

Implications on regional systems (change management, costs, drawback...)

General

Linked data concepts:

· Manage links between data (e.g. CDI) and cruises records. Available in US system so far for underway data, not for fixed or moored instruments

· On-going in SeaDataNet

at EU level

· Add US/AUS organizations in EDMO (173 new US organizations added there, 44 non European, non US)

· L22 (instrument models) population increased by 15%

· make POGO interface more fancy (face lift)

· Upgrade CSR schema (assess costs on Mikado, GeoNetwork, ...):
· use GML3.2.1 in ISO19115-2 instead of GML3.2.0

· use gmx:Anchor

· move to ISO19115-1

· manage roles, full science party including personal ids (ORCID, RID, …)

at AUS level

· Extend what is prototyped with CSIRO/MNF to other Australian institutions (AIMS, …)

· Do the EDMO mapping

· Do the vocabulary mapping

at US level

· Misses the role (e.g. chief scientist) related to cruise.

· Additional record output for POGO (different from the US R2R original).

· Do the EDMO mapping

· Do the vocabulary mapping

2.7 ODIP prototype development tasks: break-out sessions
The assembly split for the break-out sessions 2 and 3 working groups.

2.7.1 Discussion and demos on ODIP3
Roger Proctor, the leader of ODIP 3 prototype, moderated the discussion on the ODIP3 Prototype developments together with Dick Schaap, Scott Bainbridge, Simon Cox, Jonathan Hodge and Kim Finney. 
· SOS Services and endpoints

The discussions started with the versioning of the 52N SOS implementation services. Dick Schaap commented that other than 52N SOS options could be tried because the scope of this project is to bring together several developments, tune them and make best use of them.

Roger Proctor then invited Jonathan Hodge to show some relevant examples on SOS services. Jonathan presented several on-line demos where data from multiple web sources (WMS, WFS) of different data streams (real time gauge data, model data, satellite data, etc) and of different formats can be requested and expose them through single web applications. Jonathan then presented the ZOO WPS project (http://www.zoo-project.org/) and then an example on Sensor Messaging Gateway (SMG).

A discussion then took place about the consensus of the standards and the future plans for SMG. 

· SensorML and O&M profiles

Roger Proctor invites Kim Finney to give a short overview of her relevant activities on SensorML. Kim summarized current IMOS activities on SensorML developments, in particular an IMOS review of the SeaDataNet O&M template for fixed station data. This review revealed several minor data mapping issues such as the possible need for a more complex “procedure” description and questions concerning the inclusion of QC flags. Dick Schaap suggested contact and feedback loop with Jordi Sorribas for the template (Action). 
· Clients services
Finally, Ben Domenico took the floor and presented Unidata Program Center context http://www.unidata.ucar.edu) that could be of interest and connected with ODIP developments such its metric development (for impact assessment), internet data distribution systems, interdisciplinary data sources, users community, data ingestion and clients for access and visualization of data.

Day 2 of the Workshop

2.8 SESSION 3 - ODIP Prototype Development Tasks: working session
2.8.1 ODIP 3: aims, activities and progress
Roger Proctor reminds participants of the aims and activities to be undertaken for the Sensor Web Enablement (SWE) prototype project. They (Roger and Scott) have set up a testbed and added services. A collaboration tool is now available at Github: https://

 HYPERLINK "https://github.com/aodn/ODIP" github.com/aodn/ODIP
At the site inventories are compiled of:

· SOS services and their endpoints
· instrument SensorML records & O&M structures
· vocab and registry services
Working groups have been set up to:

· assess SOS performance (Justin Buck, Scott Bainbridge)
· propose templates for SensorML/StarFl and O&M profiles (Paolo Diviacco, Irina Bastrakova, Thomas Loubrieu*, Cristiano Fugazza*, Hans Pfeiffenberger*)
· examine vocab services and potential mappings (Kim Finney / Sebastien Mancini, Cristiano Fugazza)
He shows some pages of the Github site with entries and references. The session is followed by updates from around the world by several ODIP partners that contribute to prototype 3.

Ritmare starter kit: Paolo Tagliolato explained that the Starter kit has been developed as part of the Italian RITMARE project to facilitate the generation and publishing of metadata and data by any data provider. This way quality differences will come to light and might be solved by community efforts. Paolo will give some more details later.

SOS at IFREMER: Thomas Loubrieu presents the activities by IFREMER for implement a module providing SOS services in the Oceanotron server. Oceanotron manages and gives access to aggregated data sets in NetCDF (from CORIOLIS, for MyOcean and OceanSites) and ODV binary formats (for SeaDataNet). The SOS service of Oceanotron allow subsetting. Oceanotron also provides OpenDAP and ncWMS services. SOS Version 2 with getObservation of SeaDataNet profiles has just been implemented. It enables subsetting of the data  collections and gives output as NetCDF, O&M XML and JSON results. IFREMER also started a new development for sensorNanny / SOS-T services. This will be adopted for SeaDataNet to generate and manage SensorML and O&M descriptions for specific observation platforms and instruments. It will thus act as back-end for the editor and registry to be instrumental in SeaDataNet for SWE. Sensor models are being formulated for Argo floats, Research Vessels (as part of Eurofleets project), and fixed platforms (as part of JERICO project). A challenge is how to deal with deletions of entries.

They are testing 52 North SOS service. 

There follows a discussion on JSON, GeoJSON, and XML formats what is the most efficient and how can they be converted to each other. Simon Cox commented that that there is no delete operation in SOS. A status flag would be the common way to manage the requirement in a system that does not permit data to be deleted. In an operational service we should not delete anything. In relation with JSON encoding in OGC, we are in the stage of standardization of JSON, there is a existing project (geoJSON-LD) dealing with this. The ODIP activities could contribute to this standards community.

Eurofleets SensorML 2.0: Dick Schaap gives the presentation and work undertaken by CSIC (Spain) as part of Eurofleets and SeaDataNet for SWE. Unfortunately CSIC (Jordi and Raquel) could not join the Workshop. An overview is given of the benefits of using sensorML and O&M (Observation and measurements) for instruments and their data transfer. Detailed examples of vessel system, gravimeters description in sensorML and CTD and gravity observation in O&M are presented. The latest profiles are based upon SWE Version 2.0. The earlier draft SeaDataNet SWE profiles have been improved by strengthening the integration with the SeaDataNet common vocabularies (P06 for units of measure, L22 for devices, C17 for vessels) and reference directories (EDMO for points of contact). This make the formats much more concise. RelaxNG schema language is used to describe the SeaDataNet profiles for SWE. This schema language can embed schematron rules (which are commonly used for other SeaDataNet XML standards). RelaxNG is easy to apply in JAVA application (JING or JAVA XML API). The SOS protocol is used for registration and consultation of sensorML or O&M records on a server. The SOS protocol is intended to be deployed at every data transmission level, from the sensor on. This aims to streamline the data flow (acquisition system description and observations) up to the data centres. At the moment, either specific or on-the-shelf implementation can be considered. The most popular implementation for now is 52 North but it still has some limitations. CSIC has developed their own SOS service for a demonstration but of course is open for other packages that will support the SWE Version 2 profiles of Eurofleets and SeaDataNet. The SWE profiles will be finalised soon for selected instruments. Thereafter further work is planned for an SWE editor and an implementation of SOS services for selected observation platforms in connection with the CDI and EDIOS services in SeaDataNet. See also the presentation of Thomas on sensorNanny. 

Simon Cox: what is the alignment between RESTful interfaces developed among different partners?

Dick Schaap: although each country develops its own developments but as part of Eurofleets and SeaDataNet more and more are being harmonized.

Simon Cox: it would be great if the RESTful encoding operations could be compiled and submitted to OGC as a standard RESTful binding pattern (ACTION)
A discussion then followed with dynamic interactions on the harmonization of different existing standards and their compliance. Shawn Smith noted that concerning impact, it is important to know how difficult is the synchronization from the vessels operator perspective and suggested someone of the ODIP group to attend the International Marine Technicians Meeting (INMARTECH), next November 2014, in Oregon, USA.

Roy Lowry noted that the impact would be huge if vessels operators could reach the same level of deployment maturity by installing the same packages as those developed within SeaDataNet.

Karien de Cauwer explained how they have set up the acquisition systems at the Belgian vessels within the Eurofleets project.
BODC activities - ncSOS: Justin Buck explains that they are interested for gliders, AUVs, tagged animals, and floats to transfer in real-time and in delayed mode observation data in netCDF. There are multiple platforms deployed and therefore consistent and interoperable formats are needed. SOS has a dual role within BODC. 
1. Real time data streams with netCDF are made available via OpenDAP Thredds + ncSOS for delivery to users by means of web services. 

2. The ncSOS is also used to deliver the observed data towards the BODC delayed mode system for validation, archiving and delivery to users. 

Therefore BODC is evaluating ncSOS because it is a natural choice for handling netCDF files. There are a few limitations, e.g. for gliders because of limited support in THREDDS for trajectories. So far the implementation is based upon SWE  Version 1. BODC is involved in several projects (SenseOCEAN, AtlantOS, BRIDGES) that will bring this work further. There is also cooperation with manufacturers of instruments which requires good business cases. The Oil & Gas industry and Defence communities should be interested in order to make a business impact for manufacturers. We are not there yet. The cooperation in ODIP and with several projects has impacts such as reduced costs for development and testing because of shared development. SWE opens data up to be accessed remotely in near-real-time which increases user base, data uptake and data impact. And the introduction of OGC standards enables interoperability which reduces efforts required to assemble datasets.

The group then discussed the issue of involvement of manufactures in the SensorML and O&M developments.

The impact of SOS work is presented after the coffee break and included in the WP4 report.
Review of SDN/IMOS SensorML/O&M compatibility: Kim Finney presents the work done in AUS for AODN/IMOS for testing SOS services and analysing the approach as formulated by CSIC for Eurofleets and SeaDataNet. She has created sample files using the SeaDataNet profiles for fixed stations. The pattern fitted fine, but linking back from O&M to SensorML raised an issue. In O&M the om:Procedure is not considered expressive enough. She suggests to introduce into the O&M SeaDataNet schema a customised ‘ProcedurePackage’ with a number of GML members containing xLinks to relevant SensorML files and xlink:role’(s) defining the type of resource found at the end of the xlinks. This would enable more direct (and granular) links back to relevant SensorML data files. 

Action: Kim will give this feedback to Jordi and Raquel (CSIC) for possible uptake. 

Another issue is how we should include Quality Flags in the SOS service output? 

Scott Bainbridge commented on the lack of guidance about how to mark-up QC flags. Simon Cox noted that QC info was not neglected from the metadata model and that there is ISO guidance on ‘Quality’ metadata. When the model was designed the target was the ISO community that requires the quality approach  and if someone starts with the raw data (as Thomas Loubrieu said for the Ifremer approach), then the QC become part of the provenance of the data. Scott noted that QC flags are included at the different processing levels of data (level 0, 1, etc), and then the QC flags become a data processing flag. Dick Schaap noted that if data are published, users want quality controlled data. 

2 SOS installations, pressure test: Scott Bainbridge presents the work done in AUS for stress testing the 52 North SOS services, V4.0 and V3.6. These were set up at the Github and loaded with real data from AIMS/IMOS. V3.6 was much better dealing with large numbers of records but the limited support for SWE V2 makes it less fit for use. V4 has improved scalability and very good support for SensorML-2 which is really useful. Also it is much easier to program and interact with. However there is no clear winner. The best way forward would be to go with V4 and hope that 52 North will keep improving the scalability and maybe roll in the changes done to V3.6 even though V4 was a re-write. Or find another server / software / solution. The 2 servers are accessible for everybody at the URLs given in the presentation.

Simon: if you could use the RESTful bindings to SOS, then you could overcome the issue of dealing with large data volumes efficiently. This could be arranged by having a RESTfull SOS on a Database, which would make use of the Database qualities. This solution is nearby but efforts are needed to coordinate a number of persons working on this. 

SMG; sensorCloud; visualisation: Jonathan Hodge presents work he is coordinating at CSIRO. He demonstrates a portal for Water Quality Trailer log. It works with XML and JSON data and tables. Observation timeseries from stations can be plugged in and provide input for a Decision Suppport System. For instance floods in the Logan river are monitored and scenarios can be run for assessing impacts and solutions. The portal combines different services. It has a Java layer on top and works with a Mongo Database (Mongo DB is a new start-up in USA). Another interesting project with WPS for processes is the www.zoo-project.org. It is an open WPS platform. Furthermore CSIRO is working on a SensorCloud project. It makes use of a Sensor Message Gateway (SMG) protocol which has been defined by CSIRO. It is used in connection with MongoDB for large ingestions and output. They have developed also a way to plug in the Sensor Cloud into an SOS service. This makes the building of SOS Client interfaces much easier. 

Simon Cox suggests an alternative architectural approach: make use of SOS as traffic cop to manage traffic through WCS (data) and WFS (metadata). And then bundle these to the users.

Conclusions by Roger Proctor 
Roger concludes that we are making good progress in Prototype 3 and that many interesting and new developments are coming forward. Also there is a lot of synergy and collaboration between the different groups working on SWE in Europe, USA and Australia. This meeting we miss the input from IOOS (USA) and Roger will contact Derrick Snowden for his update. 

What is next? 
· Populate Github – make link to ODIP website
· Testbed … can we devise a proper test? Focus 52N 4.0
· End to end test of the above SOSs? Load test (Scott)
· Common templates? Involvement of Manufacturers (Dick for Eurofleets; Justin for EuroSense)?
· Mike Botts examples http://www.sensorml.com/sensorML-2.0/examples/
· Restful services? (http://52north.org/communities/sensorweb/sosREST

 HYPERLINK "http://52north.org/communities/sensorweb/sosREST/" /)
· Clients? http://sensors.geonovum.nl/heronviewer

 HYPERLINK "http://sensors.geonovum.nl/heronviewer/" / ?
2.8.2 ODIP3: Impact assessment with input from all partners
General benefit

For users
· Users here are both data providers and data consumers.

· Easier and even no excuse for data providers to submit their datasets to data centres

· Less errors in data format and references (controlled vocabularies)

· Social network for data providers, get alerts when new data is available.

· Open data, remotely in near real time

· Ease publication in the international programs (GBIF, SDN, ...)

· Easy to combine data flows in a single web portal for decision support systems
Regional centre benefit

· Shared development, reduced resource required and independent validation

· Standardisation (reduces work for aggregation of datasets)

· INSPIRE compliance at European level

· Very quickly develop a web user interface (portal) from the available back-end service (1 or 2 weeks work). RESTful & JSON helps here.

· Faster transfer from platform at sea to data centre. Better reactivity in case something goes wrong.

· Is part of the data ingestion facility with services for platform operators.

· Improve the calibration monitoring as required for quality assessment of sensors (as for ISO certification of labs).

Implications at regional level

General

· Idea of the implementation cost onboard research vessel, acquisition systems

· bandwidth and communication costs

· RESTful SOS and JSON adaptations are created everywhere (CSIC, IFREMER, CSIRO, RITMARE) these would need to be made homogeneous and pushed as standard. Join on-going activities working on JSON-LD and geoJSON.

Manufacturers should be involved, some on-going initiatives sensocean, eurofleets (EU), wetlab-seabird. Oil industry and navy would be good trigger also.

at EU level

· Implication on vocabulary services. SPARQL endpoint for RITMARE. New vocabulary list or entry points in any case.

· 52 north v3.6 is ok for performances but uses SWE1. 52 north v4 should be enhanced.

· No scalable SOS back-ends (up to millions of observations, querying is an issue).

· Flexibility of the back-end repository is a key point also (to match SWE flexibility)

at AUS level

· Quality control information needs to be stored in there. Not obvious how to yet.

· More examples would be useful

at US level

· SOS/Version 1 ncSOS should be upgraded to version 2 

Thomas has already prepared a draft structure for D4.1 impact assessment report and has included the suggestions from the earlier discussions. This is now continued for prototype 3 and included by Thomas in the draft D4.1. The interim report is available next to all other Workshop presentations. 

2.8.3 ODIP Collaborations

Helen Glaves invites Andrew Treloar to introduce Belmont Forum (BF) and the Collaborative Research Action (CRA) to the group and how ODIP could contribute to it.  
Belmont Forum and the Collaborative Research Action:
Andrew gives some background on the Belmont Forum. He is active in the Belmont Forum E-Infrastructures and Data Management Collaborative Research Action (CRA). This brings together scientific organisations from more than 14 countries to establish recommendations on how the Belmont Forum can implement a more coordinated, holistic, and sustainable approach to the funding and support of global environmental change research. CRA is now in a scoping phase. Calls are expected in the third quarter of 2015. There are 6 WPs (see: http://www.bfe-inf.org/). It is important that ODIP and the planned ODIP 2 will have interaction such as feeding into Belmont with ideas and using Belmont for feedback. Also ODIP can possibly submit proposals to Calls. Right now ODIP is well represented with Stefano in WP1 and WP5, Cyndy in WP3, Helen in WP4 and Jonathan in WP5 while Andrew is co-chair of WP4 and WP5.  

Andrew gives background on the Research Data Alliance (RDA). This is an initiative of the USA., Australia and EU and started in 2013. Right now individuals and organisations from 70+ countries are participating. The aim of RDA is to enable data to be shared across barriers through focused Working Groups and Interest Groups, formed of experts from around the world. Participation in RDA is open to anyone. There are RDA meetings every 6 months. See www.rd-alliance.org. There are also several other groups that might be of interest for ODIP and vice versa. 

Helen Glaves suggested people to keep links with RDA Data Harmonization IG (chaired by Helen Glaves) which is trying to promote ODIP work in marine domain to the wider RDA community. This is what this IG was set up for, to make sure that ODIP work feeds in to the discussions of groups like metadata, persistent identifiers, dynamic data citation, brokering IG. There are at least 4 co-chairs of RDA groups among the ODIP partners (Roger Proctor, Cyndy Chandler, Bob Arko, Stefano Nativi), Tobias Spears is also member to the Brokering IG, and encouraged partners to get engaged.
2.9 SESSION 4 – Vocabularies – plenary

The plenary is led by Simon Cox (AUS), Roy Lowry (EU) and Karen Stocks (USA). They have arranged a number of presentations on ongoing developments:

2.9.1 SAMOS Vocabulary Mapping

Jocelyn Elya presents the activities and progress of ODIP activities in SAMOS - Shipboard Automated Meteorological and Oceanographic System. This is supported by NOAA, U.S. National Science Foundation, and the Schmidt Ocean Institute. SAMOS records high-quality navigational, marine meteorological, and near-surface oceanographic observations from research vessels. The objectives for ODIP are to map their SAMOS controlled vocabulary terms to internationally served vocabulary terms (parameters and quality control flags) and to publish RDF resources for SAMOS controlled vocabularies. Additional work on Data File Access will publish RDF resources for the download locations of SAMOS data files and to make it searchable by controlled vocabulary terms, time, and location. Good progress has been achieved: all 25 SAMOS quality control flags have been mapped to SeaDataNet measurand qualifier flags (L20), 27out of 38 SAMOS parameters have been mapped to CF Standard Names (SeaDataNet P07), BODC Parameter Usage Vocabulary (P01) and SeaDataNet Parameter Discovery Vocabulary (P02). Also RDF resources have been created for these. For Data Access SPARQL endpoints have been set up that can be queried by time, location, and parameter. The RDF resources for data files contain URL for data download. Mapping ‘Time’ appears to be quite a challenge because of many components and options. Another challenges met was how SAMOS Quality control flags are mapped to the SeaDataNet Flag “bad value” flag
Roy Lowry informed the group about the work of Reiner Schlitzer who took 15 different QC flags vocabularies and produced a mapping between them and through the IODE/GE-BICH group produced the IODE set of QC flags. He also noted that mapping always loses information.

Finally, Jocelyn Elya presented what predicates had been used for mapping. Predicates are the terms that describe the relationship between two terms that are mapped together. So far they use the SKOS matching terms (exactMatch, closeMatch, relatedMatch, broadMatch, narrowMatch). Jocelyn  expressed that they are very interested to see what vocabularies other groups use for the predicate terms (SKOS, OWL) and some examples on these and invited the group for feedback during the break-out sessions working group discussions. 
2.9.2 R2R Vocabulary Mapping

Renata Ferreira, graduated student from the University of California-San Diego, presents the progress made for mapping R2R vocabularies to SeaDataNet for supporting the adoption of the Cruise Summary Report (CSR) system as part of ODIP Prototype 2. She has focused on 4 vocabularies in particular: Device model (SeaDataNet L22), Organisation (SeaDataNet EDMO), Person (persons id systems)  and Port (SeaDataNet C38). For Persons there are a number of professional systems that she has considered: ORCID, Researcher ID, Research Gate, Google Scholar, Scopus, Linkedin. Results so far: 

· out of 200 ports 193 were matched while 7 had to be added to C38
· out of 160 device models 24 were matched, 125 proposed for addition to L22 and 11 remain unmatched. The 125 submissions were fully prepared with description etc. The 11 remaining terms have no documentation (so far). There were a number of challenges such as devices with multiple components (i.e. MET stations) and historical devices with missing documentation.  
· Out of 856 scientists there were 28 initial matches, 723 with no matches and 105 with insufficient metadata  to ORCID. Because of multiple leading person id systems a new direction was taken by R2R by asking every scientist for their registration identifiers in any of the leading systems (ORCID, Researcher ID, Research Gate, Google Scholar, Scopus, Linkedin). These are then registered in the R2R persons database. 
· Out of 405 organisations there were 70 initial matches to EDMO, 173 US organisations proposed so far as new while work is ongoing for the remaining organisations (also non-US). It was agreed that Renata will prepare new EDMO entries no matter what country and she will submit these to MARIS as EDMO manager for further processing. US entries will be added to the R2R account in EDMO CMS for completion. Other non-US entries will be divided by MARIS over existing EDMO CMS accounts for uptake and completion. Possibly IODE OceanExperts also might provide a resource to identify organisations. Dick Schaap mentioned that MARIS has recently upgraded the EDMO User Interface to better display also the non-European organisations and extra display on Google maps and by matrix of associated services. See: http://seadatanet.maris2.nl/v_edmo/welcome.asp
What’s next? The mappings will be used in the following R2R services:

· ISO Records - detailed description of each cruise, suitable for long term archives

· Web Feature Services - trackline geometry for each cruise, suitable for GIS clients

· Linked Data - detailed description of each cruise, suitable for Semantic Web clients

Also the mappings will be published. 

2.9.3 MMI Vocabularies Update

Karen Stocks on behalf of John Graybeal (MMI) presents the MMI recent activities in the vocabularies arena. MMI has prototyped the CFSN - Climate and Forecast Standard Names Viewer. It gives fast and clean access to the CF standard names and presents a view across multiple semantic vocabularies. See http://mmisw.org/cfsn. It is a browse and a search tool, but also a concept exploration tool because the quick links to re-used CF concepts improves understanding. It is also a Term (URI) Interoperability tool linking standard names to US and EU resources. MMI maintains the Ontology Registry and Repository (MMI-ORR). The presentation also emphasizes that a lot of activities are ongoing at MMI. 
Simon Cox: who are in charge of CF standard names changes?

Roy Lowry: there is a standard names committee responsible for content (Roy Lowry, John Graybeal are members) and Alison Pamment is the officer in charge of making changes. There is a system to track proposed changes, and when the changes are accepted, the new versions of CF standards names are published at the CF web site. Then these are automatically rolled out at NERC NVS, while MMI manually harvests them and serves them via ORR. 

Simon Cox: what is the best URIs to use for the CF names?

Roy Lowry: in terms of what they deliver, those of NERC NVS

Karen Stocks put forward the question that beyond MMI ORR that holds mappings, what other tools could publish, make discoverable and accessible the R2R mappings?

Roy Lowry: for the EDMO mapping the MMI ORR tool is the best tool rather than NVS because NVS would have to load EDMO in order to be used. EDMO is served by the MARIS web service. For the instruments mapping L22, the most effective way is to use the NVS because the L22 is already in NVS. All that is needed then is to put URIs of mapped terms into a table and enable come out in RDF documents. Then the next R2R mapping will be served in the RDF document.

Karen Stocks: in the case of instruments we might not publish the mapping because the R2R list of instruments is developed within R2R, and as we do not want to encourage the use of it.

Roy Lowry: if it is a mapping to a vocabulary served by NVS, then using NVS as a tool to serve the mapping makes sense. The mappings that MMI shows are being harvested from NVS by R2R.

Simon Cox: since many can develop mappings between same vocabularies, mappings need to be seen as secondary resources hosted in many places.

Roy Lowry: If you get these mapping into NVS, they are included in all the RDF documents, and may be download and served in other ways which has a lot of advantages. ORR is a good tool to do that. But in linked data systems marked up with NVS URIs you need to know the mappings and you need to pull them in. 

Kim Finney: key point here is that you can develop local mappings but what you (Roy) are requesting is for people to push them into a central point (e.g. NVS) to end up with some comprehensive lists of mappings..

Simon Cox: the underlying issue here is the ocean of semantic web (or the web of linked data) but the philosophy of the web is not just one place but the challenge is to keep the number of places you go manageable. And one place means single point of failure.
From the above discussion concerning the question where people should host their mappings: at MMI-ORR or at NERC-NVS, there was no direct answer because it also depends on the context. Both systems are well established and provide partly overlapping and partly complementary vocabularies and mappings. NERC-NVS’s approach provides a regulated submission process (vocabularies are validated), whereas MMI’s ORR provides limited controls but more open submissions.
2.9.4 European ODIP Vocabulary Work

Roy Lowry presents the progress made for ODIP in connection with SeaDataNet and EMODnet. One activity is the exposure of the P01 Semantic Model because P01 is composed of multiple components. Exposure will make it easier for identifying mappings and missing entries. Primary objective is to build a set of 'one-armed bandit' reels. Then for mapping or new concept creation the P01 code becomes a 'spin of the wheels'. Each reel itself is a controlled vocabulary. These will populate 'bandit' interface drop-down lists and form the basis of an RDF document describing the P01 code. So far the following wheels have been established:

· S02: parameter - matrix relationship (e.g. per unit wet weight of)
· S26: matrix (e.g. Water body [dissolved plus reactive particulate phase]) The building of this took nearly 6 months for various reasons
· S25: biological entity (e.g. Limanda limanda (ITIS: 172881: WoRMS 127139) [Sex: male Subcomponent: liver])
The next steps for the P01 exposure are:

· developing a manual 'one-armed bandit' mapping in cooperation with the EMODNet Chemistry project for describing contaminants in biota 
· developing of the 'substance' wheel. Looking at integration of ChEBI into the semantic model
· developing of 'Parameter' wheel, which is fairly trivial.
· RDF encoding (needs a developer)
· 'Bandit' automated mapping tool (needs a developer)
Another activity is Semantic Aggregation. For EMODnet Chemistry two vocabularies have been developed:P35 – parameters and P36 – themes. Each P35 concept is mapped to the P01 concepts that may be aggregated to produce it. So far P35 is populated with 109 entries and growing. The ODV software is being enhanced by AWI (Germany) to use the P35 mapping to automate parameter aggregation (which is currently a painful manual process) when aggregating data sets from multiple sources. The P35 concepts may provide a common denominator for semantic interoperability.

Another activity is Instrument Mapping. The strategy is to extend the L22 vocabulary to cover all the devices in use by R2R and IMOS. This is a crude but effective semantic harmonisation. As of 01/01/2014 L22 had 700 entries. IMOS requested an additional 51 entries (plus 18 more arrived July 17). R2R requested an additional 120 entries. All entries also have to be mapped to L05 (device types). The L22 mapping is quite an extensive challenge and efforts are combined between BODC, IMOS and R2R. The initial work is substantial but it is expected that it will be possible to sustain L22 because the number of new instruments entering the market is not so large.    

Another activity is Parameter Mapping between IMOS netCDF data variables and P01. This exposed a fundamental problem of OP (Observed Property) semantic labelling namely accurate identification of the OP! This has been an issue with BODC semantic markup for over 30 years.For instance there are different words for the same thing such as 'optical backscatter' and 'optical side-scatter', and loose labelling by scientists such as calling 'nitrate plus nitrite' 'nitrate'.  
The last activity is SeaDataNet Format Linkages. The SeaDataNet ODV (ASCII) format has Data columns mapped to vocabulary URNs in the semantic header, for P01, P06, L22 (optional), and L33 (optional). These linkages are solved by a specific expression, while the whole file may be linked to multiple external resources which are solved in the ODV format by using xlink. In the NetCDF format Data channels are mapped to vocabulary URNs plus human-readable labels through SDN namespace parameter attributes, while whole file linkages might be solved by xlink expressions. This implicates that we have an issue with linkages in SeaDataNet. It is proposed that linkage should include human readable labels (included in xlink anchor syntax), URL (e.g. xlink:href), and information telling the client what to expect at the end of the URL (e.g. xlink:type). The present SeaDataNet linkages described here score 7/10. Improving needs to be evolution, not revolution with full backward compatibility because there are millions of files in the existing system. Possible next steps could include optional parameter attributes like sdn_parameter_url and optional human-readable labels into SDN_XLINK strings.

2.9.5 Mapping Australia Ocean Data Network (AODN) Parameter Names to Observable Properties Ontology

Kim Finney explains that in AODN, Parameter Names generally encompass sensed or assigned properties of ‘Objects of Interest’. Simplistic ‘parameter’ names just include a sensed property, like ‘concentration’ plus the Object Of Interest (e.g. Concentration of Carbon). But often ‘what’ the Object Of Interest is AND ‘where’ it is being measured is described (e.g. Concentration of Carbon in Seawater). Seawater being considered a FOI in an O&M modelling sense. Mostly this naming convention accords with Roy’s (BODC) ‘parameter discovery vocabulary’ (P01). Other semantic entities that need to be closely coupled with a ‘Parameter Name’ are the methods used to determine the sensed or assigned property and units of measure, but in the AODN these semantic components are not generally aggregated to form a ‘Parameter Name’. In IMOS Parameter Names (and other closely associated vocabulary terms) are being used to mark-up dataset metadata and are also used to map to locally named ‘within dataset variables’. It is the aim of AODN / IMOS to ensure ‘interoperability’ between AODN data descriptions and that of other data publishers. This is done by trying to re-use vocabularies where it suits and requesting additional terms be added to these existing vocabs (e.g. BODC Instrument and Platform vocabs) when terms are missing. But AODN / IMOS also wants to be able to use the new Observable Properties ontology (and reuse some of its term instances) to act as a common bridge between their Parameter Names and those used by others. The analysis has led to a number of issues which might require a modified Observable Properties ontology. These issues have been raised by AODN/IMOS in order to get more guidance from Simon and Roy on how to apply the ontology because they want to use it. AODN applauds the development of OP and its simplicity of design in order to encourage easy uptake but feels that the simplicity/ flexibility in some cases is hampering its application. Therefore AODN wants to work with others to better understand how to apply it.

2.10 Discussion

· Linked data registries, A management tool example

Simon Cox demonstrates a test registry that he is deploying at CSIRO. It is an online CMS for uploading and ingestion of vocabularies, including breadcrumb paths. See: http://registry.it.csiro.au/. Input can be done as RDF. There are various tracks to get metadata with clean URLs and supporting documentation. The online CMS is built on an RDF platform. It has been built by Epimorphics Ltd under contract to WMO and UK Government.
2.11 ODIP Proposal: plenary

· ODIP follow-on project proposal (EU call: INFRASUPP-6-2014)

Helen Glaves explains that there is an opportunity in the EU Horizon 2020 programme by means of the Call INFRASUPP-6-2014 to submit a successor project to ODIP. Such an ODIP 2 project will facilitate to sustain the international cooperation that has been built up so far in ODIP and will enable us to keep the momentum and the community building. The proposal will allow us to enlarge the ODIP community. For the proposal it is also important to indicate the impact of the ODIP activities. Moreover outreach activities should be well designed. 

Dick Schaap gives more detail about the Call and the way we want to prepare the proposal before the deadline of 2nd September 2014. The Call has a budget of 7 million Euro but it is expected that circa 5 projects will be chosen. The new project ‘ Extending the Ocean Data Interoperability Platform (ODIP2)’ aims to continue and extend the EU / USA / Australia/ IOC-IODE coordination platform. The overall objective is again to develop interoperability between existing regional marine e-infrastructures in order to create a global framework for marine and ocean data management, and to demonstrate this coordination through several joint prototypes that demonstrate effective sharing of data across scientific domains, organisations and international boundaries. Prototypes will be developed and implemented by leveraging on the activities of current regional projects and initiatives and in dialogue and direct cooperation with global initiatives.  ODIP2 will continue to provide the communication and exchange platform where partners can meet, and  discuss best practices, and align their development activities for establishing common standards and interoperability solutions. ODIP2 will continue with organising regular joint workshops in which progress and impact of ongoing prototype projects will be monitored and discussed; partners will also discuss new relevant topics by presenting details of existing standards and undertaking a comparative process in order to identify major differences between them, and to formulate proposals how to overcome these through the development of interoperability solutions and/or common standards, that are tested and demonstrated by prototypes. The scope of topics for discussion in ODIP2 will be extended compared to ongoing ODIP project. Disseminating and promoting the ODIP activities as well as encouraging wider participation and adoption, inter alia by actively participation in concertation activities and meetings related to e-infrastructures and other related areas. Active participation in Research Data Alliance and Belmont Forum activities. The ODIP2 approach will be analysing and assessing the impact of its solutions for contributing to better integrated data systems and more data availability for grand challenges such as marine environment management, marine science and knowledge, blue economy, Describing and motivating impact is a key item for a successful proposal. The ODIP2 activity will help to: 

· Develop cooperation with key international partners for research infrastructures;

· Contribute to the development of a competitive high performance ERA in the global research environment;

· Reinforce partnership between the Commission, the Member States and relevant stakeholders in this field;

· Enhance the role of the Union in international organisations and multilateral fora;

· Support progress towards the development of global research infrastructures; 

· Contribute to address societal challenges with a global dimension such as climate change;

· Contribute to capacity building and research infrastructures human capital development in targeted/relevant regions.

It is proposed to expand the ODIP partnership with extra partners from Europe: BSH (for CSR), VLIZ (for EurOBIS), PANGAEA (for data publishing), RIHMI-WDC (for IODE ODP), CSIC (for SWE), 52 North (for SWE), AWI (for CSR), IEEE – France (for GEOSS standards) as well as from USA: ESRI (Ocean GIS), MMI (ORR), and Australia: GA, AIMS, CSIRO next to UTAS (IMOS).

The list of ODIP 2 subjects might include:
· further development of SWE by SensorML and O&M profiles for selected instruments, and further development of SOS servers and integration of these SOS servers operated by different ODIP partners. Applications for marine monitoring systems and for research vessels data management, incl logging of stations/events using controlled vocabs. Sensor data interoperability.    

· multidisciplinary interoperability/System of Systems (e.g. GEOSS and GCI, Earth Cube BCube); ODIP2 should further contribute to a global Oceanographic Systems of System and design its interoperability with GEOSS and Earth Cube. Follow-up of ODIP Prototype 1.

· brokering approach, architecture, and technology (e.g. GEO DAB; GI-*; BCube framework; RDA Brokering IG and “Brokering Governance” WG); ODIP2 could continue applying the GEO DAB brokering technology extending it for the Oceanographic realm. That includes brokering Governance and a set of significant use scenario demonstrations. 

· netCDF-CF standardization and interoperability with OGC data models and protocols (e.g. OGC netCDF SWG; OGC ESS DWG; ESA/OGC EO extension for CF, etc.); Investigation, testing and participation in standardization of use of new netCDF features. 

· harvesting from several data sets (big data), automated aggregation (duplicates elimination) and gridding with visualisation. Quality control issues. Prototyping aggregations of marine resources: in the framework of “Linked Data” and standards like OAI-ORE, exposing and storing the richness of aggregated web resources (text, numbers, images, video,) for further re-use. 

· Data citation – data publishing – digital object identifiers

· Linked Open Data 

· Controlled vocabularies – ontologies - collaborative environments for vocabularies management.

· Metadata formats – data formats

· Big data – Web Processing Services - Cloud systems

· Data ingestion systems

· Developing and stimulating interoperability between operational marine observation systems like POGO/Eurofleet for research vessels, GROOM for gliders, ARGO for profiling floats, ... Also including sharing mission preparation information, for better planning, coordination and use of resources. Prototype could demonstrate, on a few areas, the benefit of being able to share these information between these observatory infrastructures.

· Continuing on Research Vessels Information system, moving from prototype toward production/completion, incl Cruise Summary Reports, Vocabularies, Event logging, Cruise Planning, Data Management (SWE)

· Improve the interoperability of global and European Research Infrastructures targeting marine biological data and to increase interoperability between biological and non-biological data infrastructures:

· Investigating the application of data formats and services in use for oceanographic data (e.g. NetCDF, O&M, SOS) on marine biological data and data products and the development of access interfaces for it in order facilitate access and integration of biological data across different infrastructures. This will also improve the interoperability with other oceanographic datatypes and non biological data infrastructures.

· Working towards the development of mapping and conversion tools that can realize international interoperability on marine biological data making use of OBIS and Darwin Core schemas.

· Usage and promotion of marine taxonomic standards (WoRMS)

· Development and  promotion of biological trait standards (ecological descriptors, life history and distribution descriptors)

The deadline for submission is 2nd September 2014 and max 70 pages are required for Part B of proposal: objectives, motivation, approach, workplan, impact, dissemination, management. In addition we need profiles of all partners (EU + international) following template; Letters of Support of international partners => Mid August 2014

EU partners to complete online EU administrative forms => Mid August 2014
Budget EU partners : to be determined by coordinator – technical coordinator; 100% funding of direct costs incl 25% overhead over direct costs (excl subcontracting); required input = average manmonth rate of EU partners => Mid August 2014
All ODIP partners agree that we must go for this Call because sustaining and extending ODIP is worth it. Dick Schaap is volonteering to write and coordinate the proposal compilation and submission in the coming weeks following the terms of reference as just presented. There is little time for circulation and feedback of proposal drafts due to limited timeframe and holidays; however the proposal will be largely based upon ODIP1 proposal and partner activities will be comparable. The partners understand the situation ad agree with the approach.

Day 3 of the Workshop

2.12 SESSION 5 - Data publication and persistent identifiers (data & people) – Plenary
The Plenary is led by Cyndy Chandler (USA), Justin Buck (EU) and TBA (Australia).
2.12.1 Introduction 
Cyndy Chandler set up a collaborative web-based real-time editor (PiratePad, http://piratepad.net/ODIP-3) to allow partners to take notes during the meeting. She introduces the topic of Data Publication & Citation. She indicates that Data Publication & Citation topic e.g. formal publication of data and not on-line serving via a data system, is not an ODIP prototype but was  added for the ODIP-2 workshop in San Diego (December 2013) and immediately extended to include Persistent Identifiers (for data and people). Persistent identifiers for data could mean DOIs but there are other options available. Without globally unique identifiers for people it is difficult to locate and connect related works from original authors and all the people involved from data collection to publications.The session continued with a series of presentations about the status of activity in the regions. 
2.12.2 AUS update - ANDS and Identifiers
Andrew Treloar -the director of technology at the Australian National Data Service (ANDS), gives an overview of ANDS background and context and how this influences its approach on the identifiers. ANDS is in existence since 2009 and has currently c. 40 staff. Its scope is: research data (data that researchers produce and use). ANDS provides training, advocacy, services, and policy support. It aims at transforming data resources to easy publishing, discovery, access, and use/reuse research data. It manages a number of online services such as:

· Research Data Australia, 

· Cite my Data DOI Identifier service, 

· Vocab creation/management service + API, 

· Research Activity identifier service + API,

· Developer toolbox

ANDS uses various identifiers such as WoRMS, DataCite, DOI, etc. Persistence of these identifiers requires: Systems + Processes + People. Persistent Identifiers (PIDs) must be reliably available over time and can best be seen as an indirection layer that reduces brittleness in getting to digital objects. For example a DOI can point to an object in a Data Store via a DOI resolver system. A Domain Name Server (DNS) is also a good example of such a resolver system. For having Object Identifiers ANDS started out providing Handles service, which is a service to mint DOIs. It is a foundation member of DataCite. It is the Australian DataCite registrar, minting over 2K/month. This is done only by a Machine to Machine interface. The actual management responsibility lies with data holders. ANDS is building a culture of data citation in Australia. The space is complex for organisation and person identifiers. Market momentum seems to be moving towards ORCID. ANDS is member of the ORCID Datacite Interoperability Network (FP7 ODIN) project. 

2.12.3 EU update - BODC data citation

Justin Buck explains that BODC makes use of DOIs for dataset citation and publication of datasets on top of its traditional serving of datasets. Current BODC enhancements relate to uniquely identifying people: initially by ORCID identifiers and readily extensible to other identifiers. Justin also refers to the IODE Ocean Data Publication Cookbook which provides an excellent guideline. He then presents the challenge of DOIs for dynamic data such as with the Argo floats. There are 250+ scientific papers on Argo per year. But how to cite Argo data at a given point in time? He explains how the international Argo system and data flow is set up and managed. DOIs are given to Argo documentation, to data snapshots for which a month of data is chosen for enabling reproducibility, and to the mutating/growing data stream. This summer the RDA Research Data Alliance (RDA) working group on data citation has also made progress with dynamic data. There is a position paper by Andreas Rauber and Stephan Pröll https://

 HYPERLINK "https://rd-alliance.org/group/data-citation-wg/wiki/scalable-dynamic-data-citation-rda-wg-dc-position-paper.html" rd-alliance.org/group/data-citation-wg/wiki/scalable-dynamic-data-citation-rda-wg-dc-position-paper.html . The RDA conceptual model uses database data infrastructure to save queries when data accessed. This effectively enables to roll back the data state to the time specified in the saved query. The query or reference to save query can from part of citation. The conceptual model appears sound, because it ensures data reproducibility and citations can be provided at the point of data delivery. However it is designed for database data infrastructures rather and file repositories while legacy data infrastructures were not addressed. Three use cases with different characteristics are to be prototyped by the UK: the UK National River flow archive, the UK Butterfly monitoring network, and the Argo data system (simplified). For the third prototype, the Argo data system, the US-NODC approach for the long-term archive of Argo data was presented (proposed by Ken Casey before the RDA summer Workshop). US-NODC wants to mint a single DOI for the archive of Argo data. The archive of Argo data is a snapshot of the full Argo database every week for the last decade (the snapshot granularity is weekly which is more than sufficient for research). To cite a particular snapshot one can potentially cite a time slice of the NODC archive i.e. the snapshot at a given point in time. It gives single DOIs and reproducibility. For example to cite NODC Argo Accession (0042682): http://dx.doi.org/10.[NODC_REF]/[Argo_accession_DOI]/[time_slice _information].

Justin summarized that dataset citation is a routine practice now and static data are well understood; the need for citation of dynamic data has been accepted and the RDA work on dynamic data citation through the 3 prototypes is on-going; and that we need a cookbook on dynamic data approaches.

Others comments on the discussion can be found at: http://piratepad.net/ODIP-3.

2.12.4 USA update

Cyndy Chandler speaks about the Research Data Life Cycle. Scientists must be involved early in the process. That will motivate them to provide metadata. A published data policy helps. In the USA there is a series of recent directives from US federal offices and agencies ‘encouraging’ data sharing and publication. 

She refers to a presentation by Dr. Ross Wilkinson (ANDS) delivered during the RDA 3 Plenary in March 2014: build the research data infrastructure first, then the policies and then use the improved infrastructure to motivate the researchers to be compliant with the policies. BCO-DMO (US NSF funded Biological and Chemical Oceanography Data Management Office) provides a recent case study. The goal of the original project funded by SCOR, IODE and the Jewett Foundation in the USA was to identify best practices for tracking data provenance and clearly attributing credit to the original data creators/providers.  Support for proper data citation was expected to provide additional motivation for researchers to make their data accessible. The assignment of persistent identifiers, specifically Digital Object Identifiers (DOIs), enables accurate data citation. BCO-DMO automated the export of metadata from BCO-DMO for deposit, with a copy of each dataset into the Institutional Repository WHOAS. BCO-DMO (data repository) requests a DOI from the research library. Partnership allows the Library to work with a trusted data repository to ensure high quality data while BCO-DMO utilizes library services and is assured a permanent copy of the data is associated with the DOI.
Persistent Identifiers for Data: a DOI resolve to a dataset landing page that describes the data. Landing page includes a pointer to a static copy of the actual data. 

Persistent Identifiers for People: ORCID - Open Researcher & contributor ID. It is a registry of unique researcher identifiers. It gives persistent identifiers for person names. It can enable linking to other resources created by the researcher. 

There are the following useful resources for Data Publication & Citation:

· Force11: Joint Declaration of Data Citation Principles https://www.force11.org/datacitation

· CODATA report on principles of data citation “Out of Cite, Out of Mind”
https://www.jstage.jst.go.jp/article/dsj/12/0/12_OSOM13-043/_article

· ESIP Guidelines
http://wiki.esipfed.org/index.php/Interagency_Data_Stewardship/Citations/provider_guidelines

· DataONE: http://www.dataone.org/citing-dataone

· IODE/SCOR Data Publication  (MG 64)
http://iode.org/datapublishing

2.13 SESSION 5 - Data publication and persistent identifiers (data & people) – Discussion
The governance of duplicate DOIs for the same data set was discussed. Dick Schaap noted that librarians should be involved and assist because they have copies of the same publications at their databases which share the same numbers. Cyndy Chandler invited Bob Arko to follow with a similar point e.g. full tracking of provenance of a data object is managed at R2R.

· DOIs in R2R
Bob Arko gives the perspective of their experience with IDs in the datasets and publishing DOIs in R2R. The position taken is that making data preserved and citable is no less important upstream. To enable re-use the original data should be persistent and citable. Also, it is important to clarify that a DOI only implies identity, not quality. Quality should be mentioned in the metadata. Roy Lowry noted that when BODC assigns a DOI that is an associated statement of service level and data quality. Helen Glaves notes that also BGS (through contract with British Library) assigns DOIs to approved data only.

Ben Domenico: do not try to make all data available through DOIs

Roy Lowry: we make data available without assigning DOIs but there is not the same service level guarantee (e.g. that the referenced data will always be available EXACTLY as it was when the DOI was minted) attached to those data that have no DOIs.

Bob Arko repeated the explicit statement that DOIs do not make any statement on quality. He continued with the definition of the granularity of a dataset: particular data from a particular instrument from a particular cruise. 

Roger Proctor: how do you define a dataset from a sequence of cruises? E.g. ocean acidification from time series

Bob Arko, Cyndy:  We do not define the data set that way; R2R has no way to know that. 

Roy Lowry: find an adjective to put in front of the word dataset (e.g. cruise dataset) to make it clear what you mean by a dataset.

Bob Arko continued saying that R2R registers (not mints) DOIs, reusing their internal dataset IDs and never delete an ID internally. They follow the ESIP guidelines for publishing data sets and include a checksum manifest embedded in the DOI metadata. DOI metadata embeds a License, because scientists want to see an attribution guarantee, no commerciality, e.g. license to propagate with the product. They engage downstream data systems (post-field products) to embed R2R’s upstream DOIs (original field data). This is done not for including R2R DOIs to the publications but to grab the metadata behind DOIs and track back to the original source data. This provides a metric of success for R2R and it helps to build the provenance chain back to the original field expeditions. The provenance chain is important to enable reproducibility of research results.

Roy Lowry: you already make a statement of quality with your DOIs e.g. you state that the data served will be as they came from the ship: unchanged and unmodified.

Dick Schaap: how do you manage subsets of DOIs? these are base data that people afterwards start working on them, chopping, subsetting, changing and turn these to another data sets with other DOIs.

Bob Arko: in the metadata for the downstream DOI you need to mention that the data changed. We need best practice how to DOI upstream data sets (ACTION)

Dick Schaap: we started with DOIs for citation and we ended with how to connect objects, by maintaining the links during the whole chain at the end we will end with a web of DOIs where everything is connected but with no additional value.

Jay Perlman: does this group make the recommendation that all people who wish to share data should serve these with DOIs? 

Cyndy Chandler: No. But there are benefits of using DOIs (as the cost benefit analysis of the IODE-SCOR Project showed, there are other systems (e.g. Archival Resource Key scheme or ARKs) depending on where you are in the data life cycle) but as group we do not recommend DOIs particularly, but we recommend well managed globally unique persistent identifiers. 

Roy Lowry: the attraction of DOIs is that DataCite provides high quality management.

Cyndy Chandler asked the group if their organizations have a system to assign DOIs or something equivalent to the data resources (about 2/3 do). She concluded that the topic is still relevant and worth continued discussion.
Roger Proctor mentioned several issues in IMOS system like diversity of data create problems in identifying object of data, assigning DOIs to these and allocating these to the appropriate scientists.

Roy Lowry: if data delivered to BODC conform to a set of standards like usage of P01 vocabulary, then they get a DOI.

2.14 SESSION 6 - Data ingestion

2.14.1 Introduction
Dick Schaap introduces ‘data ingestion’ as a new topic for the ODIP Workshop. Data ingestion is aimed at inviting and encouraging data providers to submit their data sets online to existing data management infrastructures. It has elements of crowd sourcing to encourage also data flows from organisations that are not yet already in the normal community process. Could be scientists (mostly at smaller units), municipalities, local and regional agencies, and industry parties.The ingestion comprises the whole process from easy uptake (low treshold) to curation (QA-QC) for making the data fit for storage and publishing together with other base data sets in a responsible manner and usable for further analyses etc. Key issues are: 

· Technical approaches

· Types of data and providers

· Community building and maintenance

A number of people will give introductions on data ingestion cases, best practices, and experiences.

2.14.2 Geoscience Australia ingestion activities
Irina Bastrakova presents Geoscience Australia (GA) and informs that GA has many cases of data  ingestion. GA also ingests its data into other systems. GA holds a great variety of marine data such as ocean data, bathymetric, seismic data, but also land data and satellite imaginary. They ingest data from GA organizations and by law by some oil industries (GA is the custodian) and provide harvesting capabilities to others. A GA ISO19115 metadata profile has been developed that is similar to CDI. Recently GA started minting their own DOIs currently at collection level but they are planning to produce it at a more granual data level. All data and information are published through an ECatalogue, a new version will be released soon. As a result a number of other organizations can harvest and externally represent GA data (OpenData). Recent developments include how to rationalize ingestion and storing of data in the databases and files because currently not all data are managed in a consistence way. Thus in the new Reference Data Architecture model the same conceptual model will be applied to all data stored internally or externally and start capturing and documenting at the ingestion stage.

As a result GA can publish data internally at the GA Data and Publication Search (http://www.ga.gov.au/search/index.html#/) using the GA metadata profile and also externally at portals using several metadata formats. Harvesting from these organizations is also allowed.

Recently an eResearch infrastructure created in Australia that is Key Driver and Enabler for data ingestion and data processing plans of GA. Currently 10 projects are running and ingest 1.6 PB of GA’s datasets at the Research Data Storage Infrastructure (RDSI) and 22 projects to process and model the big datasets. Basically GA is moving to Ingestion of GA’s data to the Research Data Storage Infrastructure (RDSI) node at National Computational Infrastructure (NCI). Maintenance of metadata about data that moved or generated to other facilities like NCI is of importance for GA.

Concerning data management arrangement between NCI and GA, NCI has developed a data management plan mapped to ISO19115 allowing any new data to be injected into the Geonetwork Catalogue. GA developed a Data Transfer Procedures that describes the whole work flow for data ingestion and preparation. Data preparation includes specific stages such as data should be QCed, official released, identified custodian, QC of ingested data, etc. The NCI data management portal will allow GA to integrate their data management activities there.
Irina then explained that the overall aim is the development of Collaborative Science Platforms, a unified environment for all geosciences data in order to improve data access, data integration and interoperability towards development of high performance data. She also referred to the development of Common Infrastructures, the Virtual Laboratories on the geophysics and hazards is one of the 8 planned infrastructures. She explained that the aim is to connect scientists, researchers, industry, government with common infrastructure, computational tools, data repositories and create a shared science platform to aid collaboration and sharing of data and tools, with common provenance workflows that will allow for reusable open source code (e.g. python) and use of commercial software.
Irina concluded with the benefits of the GA Data Management, Ingestion and Processing activities that is: increased discoverability and access through the individual or shared catalogues; Creation of a shared science platform to enhance collaboration and sharing of data and tools; Access to ‘big data’ datasets – download and through services; Development of workflow engine, including provenance capture; Brining together data and HPC capabilities; Application of common formats (netCDF4) for gridded and point data; Providing reusable open source code (e.g. python) and also ability to plug and use commercial software; Increased interoperability though common architectures, standards and formats.
2.14.3 SAMOS and Deep-C

Shawn Smith informs that the ingestion system in SAMOS Project (a Research Meteorological and Thermosalinograph Data Stewardship Project) makes use of data ingestion by means of online forms and by email with data attachments. 
He then presented how the Deep-C Project gets the data from the collector into the data system, Deep-C Project is one of eight British Petroleum (BP) - funded research consortia studying the effects of Deepwater Horizon oil spills in the Gulf of Mexico (GoM). There are many different samples taken by the GoM community which have to be handled. This implicates many different types of datasets. Therefore the data collection requires flexibility. The system at Deep-C is set up in particular for throughput of data sets. There is a web form system which requires a low threshold by demanding a minimum set of metadata (from ISO 19115) with various questions to get more insight in the data delivery. The answers are supported by controlled lists and by free text boxes. Providers are asked to upload both data files and any documentation they might have. The system is only aimed at gathering these datasets in order to store these for possible later use (and validation) and no other processing is done.

Cyndy Chandler: What percentages of contributors use the web form? Do you get feedback on how they assess their experience using the forms? As a community we need to move to structured systems like this. The advantage is that when data end up in the archives with people’s names associated with the work, then next time scientists will put more effort into improving the data set and this will benefit the research process.

Shawn Smith: 50 % of the scientists use the web-forms for submitting their data, metadata and documentation and the rest mostly by email. At the early stages we had more feedback, generally it works well.
Shawn concluded that one more advantage of the system is the access controls, which allows the data center to send a main message to scientists to not hang on your data, submit to the system so that other Deep-C partners can use them.
2.14.4 Data ingestion at US NODC (remote presentation)

Ken Casey starts with giving some background information on the US NODC. It is organized for the purpose of acquiring, compiling, processing and preserving oceanographic data for ready retrieval. The NODC has a number of levels of stewardship which can also be seen as a work flow. At the base are long term preservation and access of data and providing tailored access and rich inventories. On top of that are QA-QC, data products, build CDRs and build a community. For supporting the 2 base levels US NODC has set up its Archive to conform to the tenants of the  Open Archival Information System (OAIS) Reference Model. The NODC Archive allows data producers to submit data sets in the form of a SIP (Submission Information Package), consisting of both data and metadat. After uptake, processing, and storage as an Archival Information Package (AIP) in the NODC Archive, NODC staff prepare it for data delivery as a DIP (Dissemination Information Package). Note that SIPs, AIPs, and DIPs can take different forms, as long as the translations are well managed.  For ingestion US-NODC now has 2 primary methods: one by automation handlers and one by online forms. The latter is a new development and is called ‘Send2NODC’ or ‘S2N’. This is a Producer-friendly interface for collecting metadata and uploading data files to the Archive as a well-formed SIP, and an internal set of services for inserting the well-formed SIP into the existing Archive workflow, and intended initially for “one-off” submissions. The US NODC has so-called ‘swim lanes’ to elaborate incoming datasets from SIP to DIP using a workflow process and involving comunication between data producers and NODC data content managers (DCM) and for final validation by NODC data officers (DO). A challenge is that making the process simple at SIP level for data Producers has in the past make it harder at for NODC staff to create the AIPs and provide the data as DIPs. The Send2NODC approach addresses two of the three SIP heterogeneity problems: unstructured/missing metadata and variable transmission. It enforces structure while still attempting to keep it simple and easy for the Producer. It improves overall quality and integrity and reduces the DCM level of effort (and to a lesser extent, the DO’s). Ken then illustrates and details the Send2NODC user interface which starts with a producer log on or creating an account to logon. Then the users has an interaction to submit metadata, data and to confirm. The producer can oversee all its submission packages. Elements of the dialogue concern: 

· Responsible Parties and Projects

· Dates and Locations

· Data Types

· Package Description

· Upload and Submit

The new data submission is then taken on for an Initial Appraisal by the Data Officer of the Week (DOW) with several actions. The DOW assigns the SIP to a DCM and a DO, then the Send2NODC system stages the Data and Metadata for the DCM and DO, who. therafter follow NODC’s normal Archive Procedures. So the real ‘magic’ in the new system happens at the interface between the online forms and the initial Appraisal. The Human web interface is only loosely coupled to backend processing. All sorts of extensibility is possible such as: 

· program-specific “tabs” could require additional metadata. 

· Other machine systems could bypass web interface entirely
· Web interface could be used to establish new collection level record for a future automated data stream
· Pre-populate fields from an ISO record or a netCDF file
· Other/additional vocabularies can be included in auto-complete fields...
Send2NODC is now ready for Public Beta* - awaiting only final security review ( < 2 weeks) and adjustments as needed (< 3 weeks). Ken invites ODIP colleagues to have a try and to provide feedback.  [NOTE:  the Public beta period is now closed, NODC is adjudicating the comments received, and is awaiting US Government “Paperwork Reduction Act” final approval before making the system operational.  The timelines for PRA approval are outside our control and handled by another Federal Agency, but we hope to have the system fully operational very early in 2015. With luck, maybe even in January.]
2.14.5 Data Inventory and Tracking System (DITS)

Karien De Cauwer gives an illustration of the Data Inventory and Tracking System (DITS, http://dits.bmdc.be/) of the Belgian Marine Data Centre. It was developed during the last year and is intended for reporting small files (no sensor data) containing mainly chemical and biological data coming from monitoring activities and scientific cruises that need to be imported in the BMDC’s database. The former upload page did not foresee sufficient metadata entry.. Tracking of  the import status of these files is very important which is included now in the new on-line system (DITS).

DITS includes an upload page where data originators can submit, describe their data. Datafiles are grouped in datasets (defined as logical unit that will be imported together) with an advanced follow-up of the import process. Login is required and there are different user roles with specific privileges in a secure environment. Uploaded files can be viewed and replaced if necessary.
The metadata are free text such as Author, Title, Species (if biota), and codes for: Projects, Platforms, Services, Data Types, Parameter Groups, Marine Regions. The codes are based on or mapped to common vocabularies (eg. SeaDataNet, ICES, SeaVoX). The field for Species is a free text field to avoid the need for interpretation when describing historical data. In recent data much of the above fields are already in the data files and users don't need to fill all these fields. In the browse page, users can explore or edit their submissions: search the records that have been inventoried; overview of datasources, datasets, projects, platforms and services that have been defined; details of record is shown after clicking the title; users with permission can also edit, update (e.g. import status) and delete records.

Dick Schaap commented that it is set up in English and that it uses the SeaDataNet vocabularies directly. Karien added that sometimes the vocabularies are used indirect because the mapping is done in the main database (IDOD) for example for Marine Regions or ICES Platforms codes. Through all this information and mapping a big part of EDMED or EDMERP is ensured and this is very useful.
2.14.6 ANDS ingestion activities
Andrew Treloar explains that we see an increasing demand for interacting and collaborating both with the public and the private domains for compiling data and for underpinning science and governance. This implies that we need more explicit metadata to reduce the costs of metadata from the source to the end in order to have low thresholds and to be more efficient. He gives the context of ANDS for data ingestion. According to this (Version 1.4.4, http://andrew.treloar.net/, 18 Feb 2014), it starts from the Private Domain, with the creation of research data by researchers teams at laboratories, research vessels, etc. Then, in the Collaboration Domain, where data moves from the Private Domain into a shared research domain and at last, the Publication Domain where the data becomes public. Data are stored in all three Domains. It can be the same databases with different access controls and linked metadata. Across the domains, from Private to Share to Public, you have to submit the metadata because: a) the ways the data are used are different across the domains, and b) the amount of context required to make data explicit is increasing. In the laboratories among colleagues there is a shared understanding on the data and their collection. Moving across the boundaries this understanding has to be more explicit.

This concept is used in the Data Capture projects. ANDS has funded 22 such projects at Universities across Australia to built appropriate infrastructures in front of the aiming to capture data and metadata as close as possible to the point of creation, and ingesting these data and metadata into repositories. To low the cost of recruited metadata, a Metadata Cost Reduction approach is proposed. Metadata need to be held at both collection and object level in order to support discovery, determination of value (do I care about these data), and re-use.

AT concluded with two examples from Australia on the crowd-sourcing approach to engage people in science. The first one, the RedMap Project (Range Extension Database & Mapping, http://www.redmap.org.au/): invites the general public to spot, log and map on-line marine species that are uncommon or new in Australia, or along particular parts of the coast.

The second one, the Explore the Seafloor (exploretheseafloor.net.au), called also the citizen science, is undertaken by ABC Science in conjunction with the Integrated Marine Observing System (IMOS). It is about using the power of the people to increase the breadth of science by gathering or processing information of seafloor important to scientific projects such as identifying kelp and sea urchins in images of the seafloor.
2.14.7 TNO ingestion activities

Rob Van Ede (RVE) informs the group that currently in Netherlands they gather key registries of subsurface data such as geological samples and interpretations, hydrological models, ground water, oil and gas production, geotechnical data. These data are collected with governmental money by companies and the data should be made available through the registries by law. Companies are only allowed to do more government-funded research, after checking the registry for relevant data, thereby minimizing the potential for unneeded research that was already conducted. Geotechnical cone penetration tests have been finalized with a M2M (machine 2 machine) communication for input, output and registry. For smaller companies such systems cannot be easily be built. Instead online pages have been set up which use some industry standard formats for data and metadata with code lists included. These forms miss some mandatory information and that has to be completed and sent separately. The format is under revision and the changes will be included in the software that is being used for the data files preparation. 
2.14.8 Data ingestion system - Ifremer, Sensor Nanny

Thomas Loubrieu informs that Ifremer has two types of ingestions: a) from sensors - observations (upstream ingestion), and b) products – analysis metadata (downstream ingestion). It maintains a catalogue (Sextant) for all kinds of data products. This is based upon GeoNetwork and product providers can submit and manage metadata (ISO 19115) entries for their products by online CMS. For observation platforms and instruments Ifremer is working on the SensorNanny prototype as already presented at the ODIP Prototype project 3 session. This targets operators of observatories using SWE. It will provide a cloud for operational observations. The data transfer to data centres for long term stewardship is foreseen by offline and online forms and by M2M services including SOS-T. The Data Centre will undertake storage and validation and dissemination from these inputs from observation providers. Use is made of couchBase for JSON/SWE for scalable storage of the information.

2.14.9 Secure File Archive (SFA) system - BODC

Roy Lowry presented the BODC experience with Secure File Archive (SFA). In the SCOR/IODE Data Citation meeting in November 2011, the SFA was presented as being ready to deploy once the access control model had finally been applied but still it is not in operational use. The SFA was proposed as an alternative to FTP areas secured by password distributed by word of mouth for users to deliver files to BODC. It was evolved into a marshalling yard for distributed user communities (like DEEP-C community) to develop their datasets. Completed datasets would then be locked down and ingested into BODC. The problem with that model was the complexity of issues in interfacing with users. Datasets were edited before the final ingestion, but there were requirements for different groups of people to have read and/or write permissions on different subsets of each dataset before the final ingestion (in the Send2NODC system, all files are virus-screened on upload, one person – the Data Content Manager – manually reviews and prepares the package for archive, and one person – the Data Officer – conducts an independent review and gives the final approval to move the data from Ingest as an SIP to Archival Storage as an AIP). Thus the security model became  extremely complex and difficult to implement. 

Malware threat was an issue not only because it could get into BODC but because BODC could potentially become a malware distributor. So it was decided that virus screening needed during initial ingestion before files get into the SFA. It sounds trivial but it needs to cover Windows, Linux and Mac platforms and because all BODC web services are Linux based, it needs to run under Linux. It proved to be quite a challenge; a solution has been found and is in the process of implementation. 

Roy concluded that when you undertake crowdsourcing and short development times are needed, negotiate hard to simplify the security model, avoid design by committee involving multiple user communities  and don't overlook the malware threat until the last minute or until something hits.

Roger Proctor noted that there is a similar situation with the Australian Research Data Storage Infrastructure (RDSI) Organization that has repositories everywhere and anybody can put collections together. 
2.14.10 IMOS/AODN ingestion activities

Roger Proctor informs that there are three key elements in data ingest process within IMOS/AODN, the ISO19115 compliant IMOS/AODN metadata, the Web Map Service and the links through to the data. The effort in AODN is to bring together different groups and organizations to a single access point of data and information. The idea started because IMOS developed its own infrastructure and most of the AODN groups wanted to follow the IMOS approach. In principle it is a good idea but in practice it was not simple  because while in IMOS there is complete control of the data flow, with all the other organizations there is little, or no, control at all.

For physical properties e.g. temperature, salinity, currents, sea level, etc it works well but not for other kinds of data it becomes very difficult especially with the marine biodiversity data. All information go centrally to ANDS/RDA central catalogue. A web page has been developed (http://imos.org.au/join_aodn.html) and a cookbook which describes how to contribute data to the AODN. In the AODN portal data is found through a GeoNetwork record in ISO19115/MCP format, with links through to a OGC map layer which includes information how to get the data from the system, but the quality varies so much from partner to partner that often the presented data are of no practice use.

Roger then described the IMOS facilities and the data delivery system and noted that biological data do not fit in the NetCDF standard. The different platforms of IMOS facilities are: Argo Floats, Ships of Opportunity, Deepwater Moorings, Ocean Glider Fleet, Autonomous Underwater Vehicles, National Mooring Network, Ocean Radar Network, Animal Tagging and Monitoring Network, Wireless Sensor Network, Satellite Remote Sensing. Five of them are producing biological data and focus is given now to these data to improve their flow within the system.

The IMOS portal has been re-designed where data are now searched by collections and not by smaller subsets (facets) of that collections. The creation of subsets is done at a second stage which leads down directly to the data for delivery. 

Another project is the Marine Virtual Laboratory-MARVL, the idea is to condense the processes of setting up model simulations and collating observational data together. The user through a web browser selects the model and configuration, the initial and boundary conditions, obtains data from IMOS, selects the method of solution, with planned extensions to visualise/analyse model output and create products. What is to be done next in MARVL is to pull out provenance information at each stage of the process so one can return and re-compute the different stages of the process.

Finally, Roger mentions the work done with the Atlas of Living Australia (ALA) (http://www.ala.org.au) to produce subsets of the whole catalogue related to the AUS marine species. Currently IMOS is investigating if IMOS biological data should be uploaded into the ALA database or if the ALA approach of managing metadata should be changed. 

2.14.11 The RITMARE Starter Kit

Paolo Tagliolato introduces RITMARE, a Flagship Project by the Italian Ministry of University and Research that is coordinated by the National Research Council of Italy, which aims at the interdisciplinary integration of Italian marine research. SP7 is the 7th sub-project of RITMARE, with the objective to create the interoperable Infrastructure for the project. Paolo states that researchers often disregard standards in favour of established practices: consequently the idea behind RITMARE SP7 is to give researchers a Starter Kit (SK) with applications for data ingestion, storage, processing and visualisation.
The SK is a suite of software and services integrating GeoNode, the SOS implementation by 52 North, and EDI – an online editor for metadata developed in-house by SP7. By using EDI the developer composes a template with XML markup that is used to produce a web form. SPARQL queries allow for assisted editing based on generic endpoints.Once the form is filled in, the XPath expressions in the template drive creation of the final XML output, such as the OGC SensorML that is fetched to the SOS. 

For observations that are collected as CSV or spreadsheet files, a simple web tool was developed for composing O&M observations from tabular data, and for inserting them into SOS through transactional SOS operations.

In the RITMARE StarterKit viewer maps from WMS and sensor data from an SOS can be overlaid.

The software is open source and the corresponding GitHub repository is: https://github.com/SP7-Ritmare/starterkit. 
2.14.12 Unidata IDD and others

Ben Domenico suggests to have a look at the Internet Data Distribution Service (IDDS). This service has high volumes, ingestion principles, LDM servers, and push systems. It is scalable by connecting more nodes. It is at present installed and in use by circa 450 data centres with models, radar observations, etc. 

Ben underpins that it is not only important to get data in but also to have attention for the other side, clients providing tools for analysis and visualisations to users. These could include cloud based collaboration environments. That will also stimulate data providers to be more motivated to complete and follow standards. A good example is the Integrated Data Viewer developed in Java. There is also the social aspect. Free access of data and services for research and education will give a bandwagon effect. However this might be hindered by the fact that we only want to accept and disseminate validated and Qced data with sufficient documentation and metadata. An alternative could be to make data asap available with tools for annotation, evaluation and third party documentation and metadata.

2.15 Topic break-out sessions - Informal discussions for the additional topics
The session is followed by break out groups. 
The assembly split for two 45 parallel break-out sessions working groups, 5 (Data citation & persistent identifiers) and 6 (Data Ingestion), while for Session 4 (vocabularies) discussions all partners took part. Their reports will be presented the next day.

Day 4 of the Workshop

2.16 SESSION 7 - ODIP prototype development tasks
Feedback from each group on activities during the workshop
2.16.1 ODIP 1
Dick Schaap the leader of ODIP 1 summarized the break-out sessions group discussions. He recalled that the aim of ODIP1 prototype is to bring together discovery metadata of the 3 regional data systems and with the use of brokerage service to forward these metadata towards ODP and GEOSS portals. This is done now for SeaDataNet and GEOSS and ODP, in a prototype phase, it is not fully stable yet but work is going on for tuning the performance and making it fully operational. Two protocols are used: CSW and OAI-PMH and the 3 regional systems provide metadata which are picked up by the broker and served to ODP and GEOSS in a common ISO 19115 – 19139 model. 
The following actions were identified as follow up activities of the already defined work plan (see Deliverable D3.2):

· US-NODC to establish interoperability with  GEOSS respectively ODP portals using the GEO-DAB brokerage, following comparable steps as already done for SeaDataNet..
· AODN to make further steps with their metadata connectivity to GEOSS and ODP giving a follow up to the earlier exploration of possible models for the brokerage service. 

· OAI-PMH fits better in the case of deleted metadata records (deprecation).
· Establishing horizontal interoperability at granules level between the 3 regional portals in the coming months. This can be done by WMS – WFS and possibly by OpenSearch
· Consider also  semantic interoperability of the parameters as used within the metadata of each of the regional systems so that the global entries become also harmonised at the GEOSS and ODP portals. . This is a challenge for the brokerage service using ontologies.  Up to now interoperability concerned only syntax homogenization (before the end of ODIP project). 
· Test and use of the ODIP prototype 1 by the group (Tobias Spears will make such tests)
· The numbers of new data sets available to ODP, GEOSS thanks to ODIP would contribute to the impact assessment. The dynamically update (on a daily basis for the case of CDI) is an issue that should be considered. 

2.16.2 ODIP 2
Bob Arko the leader of ODIP 2 reported on the break-out sessions group discussions and concluded to the following next actions which actually follow the original strategy adopted at the 1st ODIP Workshop:
· Continue populating and mapping vocabularies as needed

· submit AU/US platform and device terms to NVS

· populate EDMO, EDMERP directories

· regional nodes to continue maintain and use regional Persons' identifiers (PIDs) and map those to global identifiers where they are known  eg. ORCID where known

· Solicit AIMS as a second AU regional node

· Work with BSH to test harvest into POGO

· Upgrade support for 19115-2 in SDN GeoNetwork

· add compatible xlink:href + xlink:type to the existing CSR Profile

· For the 4th Workshop: Draft best practices and guidance documentation such as governance of duplicates. These would be useful especially for new partners of ODIP Project who will put CSRs into POGO.
Outcomes of the break-out session group discussions on event logging:

The break-out session was dedicated to continue the elaboration of (a) new standard list(s) of terms with respect to events happening on board of research vessels. Similar, but structurally different terms, exists within R2R and Eurofleets.

· EARS ontology elaborated in the frame of Eurofleets  (A SPARQL endpoint is available on: http://ontologies.ef-ears.eu/1/0/sparql/ )

· R2R terms are available on http://data.rvdata.us/
A common draft list will be distributed to concerned partners for feedback.

2.16.3 ODIP 3
Roger Proctor the leader of ODIP 3 summarized the break-out sessions group discussions of the meeting on O&M-SensorML/SOS clients and noted that there is probably some overlapping in SOS developments but there are also commonalities. Good progress has been made in installing 52N SOS or equivalent for Oceantron, Ritmare Starter Kit, sensorcloud and RESTful client, while Eurofleets/SeaDataNet is developing its own version of SOS. For gliders the ncSOS installation is on good track. The comparison of sensorML for EU and AUs resulted in good agreement. As next step, Roger sees that RESTful services is the common demand. 

Actions:

· put links on ODIP website with users examples
· develop further links and dialogue with the manufacturers (through EuroFLEETS and Gliders projects)
· set up visualization of  52north RESTful SOS on a map with ODIP logo on (ODIP demonstrator)
2.17 Additional topic reports

2.17.1 Data citation/Persistent identifiers
Karen Stocks reported on this additional session group discussions. Persons' identifiers dominated the discussions because of its complicated nature. Some of the identified aspects of the difficulty to select and use PIDs are: there are different use cases for why people are searching PIDs, there are challenges with information and existing resources that are not updated, people that will never be identified like citizens scientists, passed away people, laws that limit the sharing of personal information. The main challenge of all is that there are different contenders for authoritative persons lists, and none have comprehensive coverage. ORCID is emerging as one system that gains traction faster but there is the perception (by Simon Cox) that there will not be just one system and people have to deal with that. A general solution expressed (by Bob Arko) that seems to  work is that systems will need internal ID in person tables that will be mapped out to one or several external PDIs as needed and as appropriate for several projects.
Next planned activities:
· position paper for ODIP on person IDs, considering ORCID, SCOPUS, Google scholar, ResearcherID  (by Helen Glaves)
· R2R Chief Scientists will be asked to self-report on 7 identifiers as part of CSR  – results will be informative (in the frame of Renatas' Ferreira exercise)

Proposed activities:

· a simple poll to be sent to a broad set of scientists asking what IDs they use. This may confirm which IDs are most widely used (is ORCID the leader?) and how much uptake they have (by whom ?)

· Cyndy expressed that ORCID is open to feedback from the community about the additional information beyond name required. The minimal sufficient set of metadata was not identified, and will likely change through time, but is important (by whom ?)
Roy Lowry commented that the authoritative mapping between the global IDs (ORCID, Research Gate, etc.) would be useful to have available as soon as people start to populate. This would save a lot of time and duplicated effort. The group commented the issue of exposing personal IDs and populating global authoritative sources must be consistent with the legal limitation rules such as the UK Data Protection Act.

2.17.2 Data ingestion
Dick Schaap reported on the new subject of data ingestion topic. He noted that from presentations during the meeting it was clear that there is a different understanding on data ingestion. The following case were identified:

· machine 2 machine systems that push data to the data bases
· systems that invite users  to bring data forward and post these to the existing infrastructures

· crowd sourcing that invites citizens observatories to post their data by APPs to an infrastructure (see AUS example)

· on line forms that NODCs use to invite data providers to submit their data using these forms. These forms help data managers then to catalogue the metadata but they do not alter the data themselves. The original form of the data is preserved in the archive and made available to ensure full reproducibility and provenance, but further processing like QC is often needed before data can be used in any specific application
· Sensornanny (Ifremer example) prototype aims at providing a machine 2 machine way to operate with operational operators of observation platforms as well as a web workspace for observation provider to edit and manage their deployments and data.

Dick then summarized the break-out group discussions about the motivation of using data ingestion systems and mentioned that the motivation depends on the data provider:

· making users data visible
· helps data providers to improve the quality of their data through the feedback with the data managers who QC their data.
· justify the data provider work
Dick then described the landscape of data monitoring linked to giving licenses (such as for wind farm sites) and noted that there are different schemes  in each country. Thus the data ingestions systems as well as the reporting format vary from one country to another. But more and more governments are imposing data monitoring as part of the impact assessment and licensing procedures as well as demanding data to be submitted to data  archives. 

Next activities for the fourth workshop:

· to show example of NODCs data ingestions systems

· to show examples of on-line forms

· to show examples of APPs

Roy Lowry noted that security issues should not be left out. 
It was concluded that data ingestion topic can be treated as a best practice of ODIP instead of a prototype because it is still at an early exploring phase.

2.17.3 Vocabularies
Helen Glaves reported on the break-out group discussions. The session mainly focused on getting experts input and answers to Renatas' and Joselyns' work on vocabularies such as device models or mapping to organizations and related issues. Communication with those who maintain the vocabularies is the key to resolve issues related with the vocabularies governance. For example:

· for the population of EDMO, similar challenges are faced in Australia for using EDMO and missing Organizations. It was agreed that USA and AUS will add organizations to EDMO in communication with MARIS as EDMO manager
· Another question raised was related with the predicates which vocabs are used: BODC is using SKOS but not “exactMatch” but “sameAs” from OWL which is a stronger term than SKOS (Action here for Simon: contact with Adam Leadbetter to find the exact reasoning)

· qualifier flags: Joselyn raised the issue that qc flags conventions are not in the list in P01. The answer is that P01 is populated on demand. Another issue Joselyn raised concerning P01 is the problem with the radiation. The direction (upwelling or downwelling) is included in the P01 concept, but in SAMOS the direction is held separately as part of a co-ordinate reference system (Action: Roy, Simon find a solution)
· How time is recorded was also discussed. The issue of geological time was raised by Simon
Additional issues raised by Simon for further consideration:

· the submission review life cycle management issue
NVS approach to import and give local names and re-use is done by copies rather than by leaving things in place. Further discussion takes place by the group (Roy, Cyndy, Kim) and Helen Glaves suggested partners to upload to ODIP web site documentation of relevant activities in order the group can easily follow up. 
2.18 Plans for next 8 months (including status and planning of deliverables)
Helen Glaves as Co-ordinator summarized the actions for the next 8 months in light of the review meeting by the EU in November 2014 (for European partners) as well as the next Workshop that is provisionally scheduled for March 2015 according to the DoW. Concerning the Prototype development tasks a number of new actions have been identified during this meeting that partners have to continue to forward. For the European partners, the periodic report requires:
· Work package reports: 17 October 2014 (regional input from R2R and IMOS is required) 
· Cost statements completed by partners: 3 October 2014 (for the period until end of September 2014)
· Report submission: 30 October 2014

· Review meeting: 

· November 2014, 

· Brussels

· Participation by Work package leaders
There is no final decision yet from the EU PO about the non paper Form C submission.

The Deliverables that are due to the current reporting period:
· D1.9 Annual progress report (year 2), October 2014 (M25)

· D1.10 Minutes of steering committee 4, September 2014 (M24)

· D2.5 ODIP workshop 3, August 2014 (M23)

· D2.6 Minutes and actions of ODIP workshop 3, September 2014(M24)

· D3.3 Definition of prototypes, October 2014 (M25)

· D4.1 Interim strategic analysis report, October 2014 (M25)

· D5.5 Common ODIP standards submitted to IODE Ocean Data Standards process, December 2014 (M27) 

· D5.7 Future ODIP exploitation plan, July 2015 (M34)
Deliverables D3.3, D4.1, D5.5 cannot be delayed any further as these delivery dates were revised in the amendment.

On Roger Proctor's remark about the status of D5.5, Sissy Iona replied that this activity could be combined with SeaDataNet relevant activity. 
Concerning the Deliverable D4.1, Thomas Loubrieu commented that he rather focuses  on impacts of the three prototypes and not from the cross-cutting activities.
The exploitation plan should include plans for the future sustainability of ODIP like ODIP2 proposal or ideas and input from USA and AUS partners about opportunities for sustainability beyond the funding of the current project. Dick Schaap commented that the sustainability of ODIP results will be  ensured by the adoption of ODIP work by other projects.
It is important to continue with the dissemination activities, and the following opportunities were identified:
· E-Research Australasia: 27 – 31 October 2014, Melbourne

· Marine Data Harmonization Group will meet during the RDA plenary: 22 – 24 September 2014, Amsterdam

· AGU Fall Meeting 2014: 15 – 19 December 2014, San Francisco (with one oral presentation)
· EGU 2015: 12 – 17 April 2015, Vienna

· IODE Conference during IODE-23 Session, 16-20 March 2015 (abstract by Sissy)
· Barcelona meeting on October 2014 (1 abstract by Cyndy)

Finally Helen Glaves reminded partners to provide Dick Schaap with the necessary input for the preparation of ODIP 2 proposal.
2.19 4th ODIP workshop
Sissy Iona informs that the 4rd ODIP Workshop will be held in Liverpool, UK and hosted by BODC. According to the DoW it is planned for March 2015 and a suitable time slot could be the week before IODE-23 Session, e.g. the week starting from 9 March so as the international participants to combine their trips. Partners will receive further information in due time. 
2.20 Closing remarks
Helen Glaves as Co-ordinator during the closure highlights the complexity and the challenges of the Workshop emphasizing the progress of the prototypes tasks as well as the capacity building activities by the students involvement into the project. Karen Stocks also mentioned Adam’s Leadbetter trip to New York for “semantic mark down” and how important activity that was. Helen Glaves thanked Scott Bainbridge and his colleagues for their excellent arrangements and the great hospitality. She also thanked all participants for their long trip to Australia and their contributions to the meeting and is looking forward to see all to Liverpool. 
Terminology

	Term
	Definition

	CDI
	Common Data Index metadata schema and catalogue developed by the SeaDataNet project

	COOPEUS
	EU-NSF funded project promoting open access and sharing of data and information produced by environmental research infrastructures

	CSR
	Cruise Summary Reports is a directory of research cruises.

	iCORDI
	Now renamed RDA-Europe is an international forum driving convergence between emerging global data infrastructures with a particular focus on Europe and the US

	GeoNetwork
	An open source catalogue application for managing spatially referenced resources. It provides a metadata editing tool and search functions as well as providing embedded interactive web map viewer

	GitHub
	A distributed revision control and source code management (SCM) system (GIT) repository web-based hosting service which offers all of the distributed revision control and source code management (SCM) functionality of Git as well as adding its own features

	IMOS
	Integrated Marine Observing System: Australian monitoring system; providing open access to marine research data 

	ODP
	Ocean Data Portal: data discovery and access service, part of the IODE network

	IOC
	Intergovernmental Oceanographic Commission of UNESCO (IOC/UNESCO). 

	IODE
	International Oceanographic Data and Information Exchange (part of IOC)

	JSON
	JavaScript Object Notation: an open standard format that uses human-readable text to transmit data objects consisting of attribute–value pairs

	ODV
	Ocean Data View (ODV) data-analysis and visualisation software tool.

	O&M
	Observations and Measurements: OGC standard defining XML schemas for observations, and for features involved in sampling when making observations

	OGC
	Open Geospatial Consortium: an international industry consortium to develop community adopted standards to “geo-enable” the Web

	SensorML
	OGC standard providing models and an XML encoding for describing sensors and process lineage

	SDN
	SeaDataNet: EU-funded pan-European e-infrastructure for the management and delivery of marine and oceanographic data

	SKOS
	Simple Knowledge Organization System: a W3C recommendation designed for representation of thesauri, classification schemes, taxonomies, subject-heading systems, or any other type of structured controlled vocabulary

	SOS
	Sensor Observation Service: a web service to query real-time sensor data and sensor data time series. Part of the Sensor Web

	SPARQL
	a query language for databases, able to retrieve and manipulate data stored in a Resource Description Framework (RDF) format

	SWE
	Sensor Web Enablement: OGC standards enabling developers to make all types of sensors, transducers and sensor data repositories discoverable, accessible and useable via the web

	R2R
	Rolling Deck to Repository: a US project responsible for the cataloguing and delivery of data acquired by the US research fleet.

	WebEx
	On-line web conferencing and collaboration tool


� A standards-compliant (SKOS and RDF XML) document describing a single Standard Name that includes mappings to canonical units, deprecated Standard Names, GCMD Science Keywords and the SeaDataNet Parameter Discovery Vocabulary
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