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1 Executive Summary XE "Executive Summary" 
The 6th ODIP Workshop (and 2nd Workshop of ODIP II project) was held from Monday 2nd May 2016 till Thursday 5th May 2016 in Boulder, USA. The programme was dedicated to discussing the progress of the 3 existing ODIP Prototype activities, introducing biology data management, elaborating big data and workflow processing, and discussing follow-up activities for the 3 cross-cutting activities: Data Publishing & Citation, Vocabularies, and Person Identifiers, and brainstorming on a new ODIP II prototype 'the Digital Playground'.

This was the second workshop in the series of four planned for the ODIP II project. The aims of the 2nd ODIP II workshop were 1) assessing the progress that has been made with the development of the existing prototype development tasks including expanding these activities to include additional marine data infrastructures and/or to marine domains; and 2) formulation of additional prototype development tasks as described in the Description of Action (DoA) for the project.
The Workshop was joined by 58 oceanographic data management experts from the 3 regions (Europe, USA and Australia) and IOC-IODE.
This deliverable reports on the organization, participation, proceedings and outcomes of the 2nd ODIP II Workshop. The presentations are available from the IODE website.
The 3rd ODIP II Workshop is planned to take place at Hobart, Tasmania, the week 6 - 10 March 2017. 

2 Introduction XE "Introduction" 
The Extending the Ocean Data Interoperability Platform (ODIP II) project, the successor of the Establishing an Ocean Data Interoperability Platform (ODIP) project, is promoting the development of a common global framework for marine data management by developing interoperability between existing regional e-infrastructures of Europe, USA and Australia and towards global infrastructures such as GEOSS, IOC-IODE and POGO. 

Building on the collaborative relationships developed during the first phase of the Project, the ODIP platform will organize four international workshops to foster the development of common standards and develop prototypes to evaluate and test selected potential standards and interoperability solutions for establishing improved interoperability between the regional infrastructures and towards global infrastructures. 
The 2nd ODIP II Workshop took place on Monday 2nd May 2016 till Thursday 5th May 2016 in Boulder, USA, hosted by UCAR (UNIDATA). The Workshop was dedicated to discuss on the progress achieved since the 1st ODIP II Workshop, 28 September 2015 - 1 October 2015, Paris, France, further analyze the specifications of the three prototypes and cross cutting activities in order to expand them with extra features. 

3 List of Participants XE "List of Participants" 
Fifty eight (58) attendees, from 34 Organizations from 14 countries took part in the 6th ODIP Workshop (7 of them participated remotely by "Google Hangout" video conferencing). The participant list is shown below: 
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4 Workshop Agenda XE "Workshop Agenda" 
The aims of the 2nd ODIP II workshop were 1) assessing the progress that has been made with the development of the existing prototype development tasks including expanding these activities to include additional marine data infrastructures and/or to marine domains; and 2) formulation of additional prototype development tasks as described in the Description of Action (DoA) for the project.

The format of the workshop remained largely the same as that adopted for previous meetings with a mix of plenary, discussion and breakout sessions. The workshop agenda included a dedicated session for each of the existing prototype development tasks plus additional sessions to introduce some of the new themes and partners added for the ODIP II project.

The three cross-cutting topics that were addressed during the previous ODIP project workshops continue to be relevant for the ODIP II project and were therefore included in the workshop programme. These sessions provided an update on recent developments in these areas and potentially helped to identify additional development and collaboration opportunities for the ODIP II project.  

Workshop Sessions 

	Session
	Title
	Leader

	1.
	Introduction
	Helen Glaves

	2.
	ODIP Prototype 1
	Dick Schaap

	3.
	ODIP Prototype 2
	Anne Che-Bohnenstengel

	4.
	ODIP Prototype 3
	Simon Jirka

	5.
	Management of marine biology data
	Ward Appeltans

	6.
	New prototype development activities 
	Dick Schaap

	7.
	Data publication, citation and persistent identifiers
	Thomas Loubrieu

	8.
	Model workflows and big data
	Adam Leadbetter

	9.
	Vocabularies/Persistent identifiers
	Rob Thomas

	10.
	Workshop wrap-up
	Helen Glaves


Programme

	Monday,  02 May 2016

	Session 1

	8:45 – 9:00
	Registration

	9:00 – 9:10
	Welcome, Ben Domenico (UNIDATA)

	9:10 – 9:20
	Workshop introduction and logistics, Helen Glaves (ODIP project coordinator)

	9:20 – 9:35
	Introductions (Name, Country, institution, main responsibility, expectations for this workshop: 30 seconds max.)

	ODIP II Overview

	9:35 – 9:50
	ODIP II: Overview of the project including aims and objectives, Helen Glaves (ODIP II Coordinator)

	9:50 – 10:05
	ODIP II: Technical objectives, Dick Schaap (ODIP II Technical Coordinator)

	10:05 – 10:20
	Discussion

	10:20 – 10:45
	Break


	Session 2

	ODIP Prototype Development Task 1: plenary

	10:45 – 11:15
	ODIP 1: current status and future development activities, Dick Schaap (EU)

	11:15 – 12:15
	Discussion including other relevant presentations, Dick Schaap

	12:15 -13:15
	Lunch

	Session 3

	13:15 – 13:30
	Ocean Networks Canada, Reyna Jenkins (ONC)

	ODIP Prototype Development Task 2: plenary

	13:30 – 14:00
	ODIP 2: current status and future development activities, Anne Che-Bohnenstengel (BSH)

	14:00 – 15:00                 
	Discussion including other relevant presentations, Anne Che-Bohnenstengel (BSH)

	15:00 – 15:30
	Break

	Session 4

	ODIP Prototype Development Task 3: plenary

	15:30 – 16:15
	ODIP 3: current status and future development activities, Simon Jirka

	16:15 – 17:00
	Discussion and other relevant presentations, Simon Jirka


	Tuesday, 03 May 2016

	Session 5

	Management of marine biology data: plenary

	9:00 – 10:45
	Introduction to marine biological data management, TBC

	10:45 – 11:15
	Break

	Management of marine biology data: plenary 

	11:15 – 12:30
	Discussion including other relevant presentations, TBC

	12:30 – 13:30
	Lunch

	Session 6

	ODIP:  new development activities: Plenary

	13:30 – 14:15
	Proposed new ODIP prototype developments, Dick Schaap (ODIP II Technical coordinator)

	14:15 – 15:00
	Discussion, Dick Schaap

	15:00 – 15:30
	Break

	Session 7

	Data publication, citation and persistent identifiers

	15:30 – 16:15
	Plenary, Thomas Loubrieu

	
	RDA Europe data citation implementation pilot study, Thomas Loubrieu

	
	RDA US data citation implementation pilot study, Cyndy Chandler

	
	H2020 THOR project (http://www.project-thor.eu),TBC

	16:15 – 17:00
	Discussion, Thomas Loubrieu


	Wednesday, 04 May 2016

	Session 8

	Model workflows and big data: plenary

	09:00 – 09:45
	Model workflows and big data, Adam Leadbetter

	09:45 – 10:30
	Discussion, Adam Leadbetter

	10:30 – 11:00
	Break

	Model workflows and big data: plenary

	11:00  – 12:30
	Discussion (cont), Adam Leadbetter (EU),  ?? (USA) & ?? (Australia)

	12:30 – 13:30
	Lunch

	Session 9

	Vocabularies

	13:30 – 14:15
	Plenary, Rob Thomas (BODC)

	14:15 – 15:15
	Discussion, Rob Thomas (BODC)

	15:15 – 15:45
	Break

	Session 10

	Breakout sessions

	15:45 – 17:00
	Vocabularies

	
	Model workflows & big data

	
	Data citation & publication

	
	Sensor web enablement (SWE)


	Thursday, 05 May 2016

	Session 11

	Workshop wrap-up

	Workshop session feedback

	9:00 – 9:30
	Break-out session reports:

	
	1) Vocabularies 

	
	2) Data citation/Persistent identifiers

	
	3) Model workflows and big data

	9:30 – 10:00
	ODIP prototype development projects, Feedback from each group on activities during the workshop and next steps (10 minutes each):

	
	ODIP 1 - Dick Schaap

	
	ODIP 2 – Anne Che-Bohnenstengel

	
	ODIP 3 – Simon Jirka

	10:00 – 10:20
	Management of marine biology data, Feedback on outcomes from workshop and proposed next actions (TBC)

	10:20 – 10:50
	Break

	10:50 – 11:00
	Additional prototype developments, Dick Schaap

	11:00 – 11:30
	Plans for next 8 months (including status and planning of deliverables), Helen Glaves (Co-ordinator) / Dick Schaap (Technical Coordinator)

	11.30 – 11.50
	Forthcoming dissemination opportunities – discussion, Helen Glaves

	11:50 – 12:00
	Closing remarks, Helen Glaves/Dick Schaap

	12:00 – 14:00
	Lunch

	14:00 – 16:30
	ODIP Steering committee meeting (members only)


5 Workshop proceedings XE "Workshop proceedings" 
All presentations are available at the ODIP website (http://www.odip.org/) under the “Workshops” menu option. The presentations are hosted by IODE.
Reference documentation about the developments for the ODIP Prototype activities can be found at the ODIP web site.
Day 1 of the Workshop, Monday, 02 May 2016
5.1 SESSION 1 XE "SESSION 1" 
5.1.1 Opening XE "Opening" 
Ben Domenico (UNIDATA) opened the 6th ODIP Workshop (and 2nd of ODIP II project) and welcomed the participants at, Boulder, Colorado, USA. He gave an overview of UCAR activities, programmes and histrory. UCAR (University Corporation for Atmospheric Research) is a non-profit consortium of more than 80 North American member colleges and universities focused on research and training in the atmospheric and related Earth system sciences. 
Then, Helen Glaves (BGS) ODIP II coordinator thanked the hosts for their local arrangements as well as Sissy Iona, the WP2 leader for the organization of the Workshop and invited participants to introduce themselves. 
5.1.2 ODIP II: Overview of the project including aims and objectives XE "ODIP II: Overview of the project including aims and objectives" 
Helen Glaves gave an overview of the ODIP II project focusing on the objectives and the extension of the scope as well as the increased membership compared to the first phase (2012-2015) and invited participants for additional collaborations than those that have been identified so far. Concerning the methodology and project structure management, the same successful approach with ODIP I will be followed e.g. regular workshops to discuss the development of prototypes, publication of standards and interoperability solutions and dissemination of the project outcomes and encouragement of the ocean community for wider adoption. Click here for detailed on the project structure and management. 
5.1.3 ODIP II: Technical Objectives XE "ODIP II: Technical Objectives" 
Dick Schaap (MARIS), ODIP II Technical Coordinator, presented the overall objective of the project that is to develop interoperability between existing regional marine e-infrastructures in order to create a global framework for marine and ocean data management. He explained the approach for achieving the project aims and the project existing topics, the possible extra related topics as well as the cross-cutting ones. The full lists of ODIP II topics can be found here.
5.1.4 Discussion XE "Discussion" 
The group then discussed possible additional topics and cross-cutting activities, how to contribute to ODIP scope and that the prioritization of the external activities will follow the ODIP agenda, as there is already a direction within ODIP group that follows the ocean community processes and on-going projects. 
5.2 SESSION 2 - ODIP Prototype Development Task 1: plenary XE "SESSION 2 - ODIP Prototype Development Task 1: plenary" 
5.2.1 ODIP 1: current status and future development activities  XE " ODIP 1: current status and future development activities" 
Dick Schaap recalled the objective of prototype 1 that is: establishing interoperability between the SeaDataNet, IMOS and US NODC data discovery and access services using the GEO-DAB brokerage service and towards interacting with the IODE-ODP and GEOSS portals. It is led by European partners via SeaDataNet. He overviewed the status of the three services and presented the future plans and ideas for expansion of prototype 1 regarding the semantic interoperability and links with the NetCDF, data format, and horizontal interoperability between the three systems. Click here to open the presentation for the detailed list of the next development activities).
5.2.2 Discussion including other relevant presentations  XE "Discussion including other relevant presentations" 
The group discussed issues regarding the metadata formats, the definition of granule and collection level, semantic interoperability, metadata linkages, and the availability of translation tables from transformation activities of brokering services that would help people on how to search for data and at what granule level. 
5.2.3 Metadata and Vocabularies at NCEI  XE "Metadata and Vocabularies at NCEI" 
Anna Milan (NCEI, formerly NODC, NGDC and NCDC), presented the metadata standards that are supported across NOAA and the used vocabularies. As metadata standards it is used the ISO 19115/19115-2 represented as ISO 19139, attribute convention for data discovery and will transition to 19115-1 represented as 19115-3. The primary vocabularies are the NODC vocabularies, NASA’s GCMD and Climate and Forecast (CF) Standard but other vocabs are also used such as Ocean Exploration and Research (OER) Discovery Keywords, Getty Thesaurus of Geographic Names, Library of Congress Subject Headings, SeaDataNet Common Vocabularies, Geographic Names Information System, GEBCO Gazetteer of Undersea Feature Names. The ISO metadata completeness relies on hierarchyLevel and status codelist values. DOIs are supported also for proper citation, the landing page is a view of the metadata. Click here to open the presentation for more information on how the DOI is implemented. 
5.2.4 Semantic Data Brokering  XE "Semantic Data Brokering" 
Jonathan Hodge (CSIRO) gave an update of the Australian Ocean Data Network (AODN) and CSIRO work on data brokering systems. In Australia there is now an operational national vocabularies registry hosted by the Australian National Data Service (ANDS) where everyone can publish a new or use existing vocabularies (the Pool Party tool implementation). An example (web link) from eReefs Project (a Project for nested modelling of hydrodynamics, geochemical, ecosystem, and fisheries models with other local ones) was given to demonstrate the linkage between several services using the brokering approach.
5.3 SESSION 3 - ODIP Prototype Development Task 2: plenary XE "SESSION 3 - ODIP Prototype Development Task 2: plenary" 
5.3.1 Ocean Networks Canada  XE "Ocean Networks Canada" 
Reyna Jenkyns (ONC), is a new participant in the ODIP initiative, and this presentation aims to introduce the community to Ocean Network Canada, highlighting relevant technologies, interoperability projects and data stewardship. In particular, ONC is interested in developments related to web services, controlled vocabularies, data citations, persistent identifiers, physical samples, workflows, ISO 19115, linked data and underwater video. More details can be found here.
5.3.2 ODIP 2: current status and future development activities  XE " ODIP 2: current status and future development activities" 
Anne Che-Bohnenstengel (BSH) presented the current state of POGO Cruise Summary Reporting (a joint venture with ICES) and the future activities. The progress since the last ODIP Workshop concerning the schema, and the contributions from Australia and European partners can be viewed here. Australia mainly worked on preparatory mappings. ICES does not use the same schema with the rest EU partners and CSR harmonisation between ICES and BSH has been achieved. Future activities include the upgarading of legacy records by Australia, Canada and USA, possible weekley harvesting by ODIP nodes, introducing DOIs for datasets and ORCID for scientists, and include more information to cruise inventory through the SeaDataCloud activities.
5.3.3 Discussion  XE "Discussion" 
The group discussed several issues regarding the mapping of the reporting systems, duplicates, handling of missing metadata, as well as the linkage of CSRs with the DOIs of the datasets.
5.4 SESSION 4 - ODIP Prototype Development Task 3: plenary XE "SESSION 4 - ODIP Prototype Development Task 3\: plenary" 
5.4.1 ODIP 3: current status and future development activities XE "ODIP 3\: current status and future development activities" 
Simon Jirka (52°North, GmbH) overviewed the on-going developments in prototype 3 which have as an overall aim how to share oceanographic observation data and metadata from observational platforms in an interoperable manner using SWE standards and technologies such as JSON and REST. Future activities were also analysed. For more details click here.
5.4.2 Discussion including other relevant presentations XE "Discussion including other relevant presentations" 
Overview, development of marine SWE profiles, demo of results from the NeXOS Project
Then Simon Jirka presented the Sensor Web developments in the European Project NeXOS and a live demo of the NeXOS sensor web with an overview of the observatory data.
SWE Workshop at Oceanology International 2016 as part of Prototype 3 
Dick Schaap (MARIS) presented the outcomes from the Workshop Sensor Web Enablement for Oceanography, which was organized as initiative of the EU Eurofleets2 project in cooperation with a range of other projects, funded by EU and USA, including ODIP. He outlined the strategy and objectives of EuroFleets project for developing a common strategy and establishing an integrated European infrastructure for the European fleet of research vessels. The Workshop resulted in a number of conclusions, recommendations and requirements for increasing cooperation and synergies between data managers, relevant projects and developers. More details on the Workshop results can be found here.
Integrating CDI, O&M and SensorML and experience from GeoSeas SeaDataNet and Eurofleets
Paolo Diviacco (OGS) spoke about the efforts undertaken within GeoSeas, SeaDataNet and Eurofleets projects to integrate data and metadata and remove the barriers that keep them separately. He explained the specific extensions that were added to the CDI metadata profile to support discovery and browsing among specific domain parameters such as seismics or geophysics and to include instrument and sensor metadata from research vessels. More details and schematically representations can be found here.
Update on the FME custom writer for insertSensor and InsertObservation transactions

Rob van Ede (TNO) presented the progress on the FME interface for populating SOS servers and the extension of vocabularies for grainsize distribution data. Nine new methods and 497 new P01 terms were added. The FME custom transformer supporting InsertSensor and InsertObservation and O&M input parameters operations is now published on the FME Hub. More on the on-line service can be found here.
Sensor Nanny and planned applications in projects like Jerico-Next and Atlantos
Thomas Loubrieu (IFREMER) presented the developments on the data management services for marine observation operators, the architecture and the technologies used. A graphical editor to describe the acquisition systems is available as web application (as a dropbox). The relevant metadata can be uploaded to the systems also for facilitating discovery and access of the datasets. He explained that they use static and dynamic attributes (multiple snapshots) in SensorML profiling for every deployment, showed the fields used at O&M profiles and finally he overviewed the next plans. For more, click here.
The group exchanged current practices and ideas how to best deal with the multiple snapshots and their separation in the SensorML documents.

Practical Approach for SWE Vessel’s Profiles

Jordi Sorribas (CSIC) and Alessandro Oggioni (CNR) gave a joint presentation on a practical approach how to create metadata for SWE vessel’s profiles, a work done in different projects and scenarios. A really practical way that was found was to adopt the SeaDataNet and Eurofleets metadata profiles by the creation of the necessary contents on-board. Two family of standards are used (ISO and OGC) to provide the necessary elements for the descriptions. In SeaDataNet project specific SensorML and O&M profiles were defined to adapt those standards to the particular view of the research vessels and their instrumentation. The main idea is restrict the available elements of the original schemas reducing the complexity to the necessary minimum common. A template-driven semantically enriched metadata authoring tool (EDI) has been developed that can create three separate templates for different XML profiles (vessels, vessels profiles and survey events). More details on the profiles can be found here. 
Planned 52°North and AWI developments for handling large heterogeneous observation data sets in SWE
Christian Autermann (52North) spoke about a planned future work and the challenges that they will meet e.g. how to handle big data sets in the Sensor Web (WPS, WCS, etc). Three are the main aspects: accessibility, processing and storage. He then explained the individual issues related with these aspects (see details here) and noted that these issues are part of his PhD thesis for the coming 3 years in cooperation with AWI that will provide its data sets as a use case.
Day 2 of the Workshop, Tuesday 3 May 2016
5.5 SESSION 5 – Management of marine biology data: plenary XE "SESSION 5 – Management of marine biology data\: plenary" 
5.5.1 Introduction to marine biological data management  XE "Introduction to marine biological data management" 
Ward Appeltans (UNESCO-IOC/IODE/OBIS) overviewed the session for the marine biological data management that includes: how to integrate biology with environmental data, implementation of standards (DwC-A, WoRMS (AphiaID), MarineRegions (MRGID) and Web Services), LifeWatch tools (monitor service status), 3D ecosystem classification map to use these data, experiences from BCO-DMO, LTER, PANGAEA and the need for best-practices repository.
5.5.2 OBIS-ENV-DATA: a global data sharing facility for sample and sensor-based data holding species occurrence and environmental measurements XE "OBIS-ENV-DATA\: a global data sharing facility for sample and sensor-based data holding species occurrence and environmental measurements" 
Ward Appeltans then continued with the introduction to OBIS and its expansion beyond species occurrence data, with an extension for environmental data. OBIS is an Ocean Biogeographic Information System, the largest database on species distribution and its content is increasing per 1000000 per year. OBIS is offering open-access to data to enhance capacity, research and international collaboration with more than 500 author country affiliations papers citing OBIS. At June 2009 OBIS became part of IODE and support several international processes. OBIS is connected to the GEOSS portal through the GEO DAB. Biologists sample more data than just species occurrence and a pilot project established last year to expand OBIS with environmental data also (OBIS-ENV-DATA). More on OBIS and the approach to extend it can be found here.
5.5.3 Microbial Antarctic Resources System (mARS) XE "Microbial Antarctic Resources System (mARS)" 
Nabil Youdjou (RBINS) presented the Microbial Antarctic Resources System (mARS), an information system to facilitate the discovery, access and analysis of geo-referenced molecular microbial diversity (meta) data generated by Antarctic researchers. It is a community-driven platform for scientists where they can publish, document, analyze and share their (meta) data with larger community (science, conservation and management) and it allows collaborative work. The mARS portal was then demonstrated. Click here to access more details.
The group then discussed for a potential future activity for linking OBIS data with genomics data as well as with environmental data derived from biological sampling.
5.5.4 WoRMS: the global authoritative list of names of all marine species XE "WoRMS\: the global authoritative list of names of all marine species" 
Leen Vandepitte (VLIZ) explained the need for taxonomic species registers. Authoritative information on marine species needs to be easily available to allow for the rapid interpretation of the results of environmental surveys. The aim of a World Register of Marine Species (WoRMS) is to provide an authoritative and comprehensive list of names of marine organisms, including information on synonymy. While highest priority goes to valid names, other names in use are included so that this register can serve as a guide to interpret taxonomic literature. Leen Vandepitte then presented the WoRMS content which includes much more information than taxon names and their relationship such as unique and stable identifier for each taxon name, environment, distribution, specimen information, vernaculars, traits, etc. WoRMS is part of the Aphia platform, its databases are hosted at VLIZ. The Ascidiacea World Database is one of the global species databases. WoRMS is working with editors and almost 400 editors (both taxonomic and thematic), worldwide can use an online editing environment. There are on average 767 taxonomic edit actions per day, including bulk edits. More details on the editing, feedback, searching procedures as well as system usage statistics can be found here. 
5.5.5 Marine Regions: A standard list of marine geo-referenced place names and areas serving as a geographic backbone for large-scale integrated biogeographic databases XE "Marine Regions\: A standard list of marine geo-referenced place names and areas serving as a geographic backbone for large-scale integrated biogeographic databases" 
Simon Claus (VLIZ) presented the Marine Regions, a standard list of marine georeferenced place names in support of biogeographic data management. This standard developed by VLIZ because of the need to group and structure in a standardized way marine (bio) geographic information. Marine Regions is the geographic backbone for large-scale integrated biogeographic databases (EurOBIS, WoRMS) with 60,983 place names, representing 47,453 marine geographic places, regional and thematic gazetteers, ecological classifications and fishing zones. It is also includes the Exclusive Economic Zones of the World (EEZ), the only free and publically available dataset used by many applications and users. The database structure was outlined and the parent classification of marine waters. Every two years a new version of the EEZ boundaries is released. Another product of Marine Regions is the intersect EEZ and IHO Seas. Keeping information up to date is a challenge, thus Marine Regions works with an editorial board, responsible for the content and quality control of the data. Simon Claus invited ODIP interested partners to participate. Click here for more details.
5.5.6 Tools, interfaces and web services – the creation of the e-infrastructure Lifewatch, supporting marine biological research XE "Tools, interfaces and web services – the creation of the e-infrastructure Lifewatch, supporting marine biological research" 
Bart Vanhoorne (VLIZ) presented the Lifewatch tools supporting marine biological research. Lifewatch is a European infrastructure project, started in 2008 preparatory phase. It is now at the construction phase. LifeWatch is a distributed Virtual Research Environment (VRE) for biodiversity, climatology & environmental impact studies. It consists of access, analyze a develop components. The Lifewatch Taxonomic Backbone consists of 5 major components of databases and data systems: genomic data, taxonomic information, biogeographic data, trait data, and literature. The Lifewatch Data services are the WoRMS, Species traits/attributes, EurOBIS, and E-lab data service web interface. Examples of several web services were presented, workflows, and how to use the data services and search the on-line catalogues. More details can be found here.
5.5.7 Connecting distributed resources using Semantic Web technologies, with an example of linking species data to omics sequence data XE "Connecting distributed resources using Semantic Web technologies, with an example of linking species data to omics sequence data" .
Cynthia Chandler (WHOI BCO-DMO) presented how BCO-DMO is meeting the challenge of connecting different data sets from different research activities (cruises, model results, new data types like metabolomics) and showed examples of links with other data repositories such as C-DEBI, R2R, IODP, NCBI. The challenge is to discover related resources at other repositories that complement the data curated by BCO-DMO. Leveraging work done by the NSF funded EarthCube GeoLink project, BCO-DMO and other ocean data repositories in the USA are beginning to make progress meeting that challenge. GeoLink uses ontology design patterns to harmonize all the metadata harvested from the GeoLink partners, and republishes that information to the GeoLink knowledge hub.  Ms Chandler showed an example in which a query to the GeoLink knowledge hub about research activities known for a particular scientist returned additional information. The GeoLink result set included links to cruise data from R2R, physical sample data from the IEDA SESAR repository, C-DEBI program, project, cruise and dataset information from BCO-DMO, and NSF award documentation. The linkage of the datasets from so many different repositories is still a challenge because of the variety of ways the same metadata is recorded (e.g. different name representations for the same person). Researchers at BCO-DMO, R2R and other GeoLink partner locations have discovered that persistent identifiers are the key to accurately linking content from multiple repositories.  For example, if a person is identified by their Open Researcher and Contributor Identifier (ORCiD; http://orcid.org) it is much easier to match their metadata record across repositories.  The presentation can be accessed from here.
5.5.8 Progress Report on the Global Ecological Marine Units (EMU) Project XE "Progress Report on the Global Ecological Marine Units (EMU) Project" 
Dawn Wright (Esri) gave an overview of the EMU project, one of the three ecosystem classification mapping initiatives commissioned by the Group on Earth Observations (GEO) in 2014 with the aim to develop a standardized, robust and practical global ecosystems classification and map for the planet’s terrestrial, freshwater, and marine ecosystems, completely in 3D. The project is also related with the GEO Biodiversity Observation Network (GEO BON) and the GEO Ecosystems Initiative (GEO ECO). The basic idea is to map on global scale the physical parameters that served to structure the ecology. The three step development process of the EMUs for the ocean was described. Six water column variables from the WOA archive will be used as physical components of the system to which marine ecology is going to respond. A global attributed 3D point mesh framework will be developed (with 52millions points based on WOA variables) and then cluster points in EMUs attributing with ecological and biological data. Click here for more details on the methodological approach, standards and the clustering algorithm.
5.5.9 User needs of data representation in Observation and Measurements (O&M) and the possibility of their storage and sharing by means of Service Oriented Services XE "User needs of data representation in Observation and Measurements (O&M) and the possibility of their storage and sharing by means of Service Oriented Services" 
Alessandro Oggioni (CNR-IREA) presented how the Observations & Measurements (O&M) data standard can be used for biotic data management, and the possibility of their sharing by means of Service Oriented Services. Current community’s practices were explained which can be maintained and enhance the interoperability of environmental data. Finally, he gave an example how O&M could be used at Citizen Science practices. Open the presentation here for more information.
The group then discussed the Darwin Core integration into O&M without changes need to be done to the existing biological data formats.
5.5.10 Biological data handling at PANGAEA, the GFBio project XE "Biological data handling at PANGAEA, the GFBio project" 
Andree Behnken (PANGAEA) presented the integrated management of biodiversity and paleontology data within GFBio and PANGAEA. The PANGAEA information system holds about 350.000 data sets of different disciplines about 9 billion data items). The large majority comes from Hydrosphere. The data include a bibliographic citation and are persistently identified using Digital Object Identifiers (DOI). PANGAEA offers cross link services which allow to embed publication specific metadata within publisher websites. GFBio data center (German Federation for Biological Data) is aiming to a sustainable, service oriented, national data infrastructure facilitating data sharing for biological and environmental research. Click here to access the presentation.
5.6 Discussion XE "Discussion" 
Ward Appeltans wrapped up the biological session. The effort to build a global map started since 1960 but still today there are challenges to integrate the several sources and build a global product. We need answers to questions like how the ocean changes, the climate change, the ocean acidification. We need tools, standards and applications for the data that are produced to serve the society. The linkages with the oceanographic data have to be further detailed.
5.7 SESSION 6 – ODIP: new development activities: plenary XE "SESSION 6 – ODIP: new development activities \: plenary" 
5.7.1 Proposed new ODIP prototype developments XE "Proposed new ODIP prototype developments" 
Dick Schaap (MARIS) outlined the possible ODIP Prototype development activities in ODIP II to analyse interoperability challenges and to demonstrate solutions. This will be done largely by leveraging on the activities of current regional projects and initiatives. Also there are a number of cross-cutting topics that will be followed and discussed in time. These will support and interact with the prototype developments. Complication might be that only EU partners have extra funding, however contributions also from USA and Australian partners will be needed. Prototypes must be feasible within the above setting. He then outlined the developments plans of each prototype and the possible extra ones (NetCDF (CF) standardization, the setting up of a ‘digital playground’ and the connection of biological with the environmental data). The detailed plan lists can be accessed here. 
5.7.2 Discussion XE "Discussion" 
The group discussed the developments plans of each prototype, the linkage and cooperation with other on-going funded projects, and the leading organizations of these plans in order to keep a balance between the regions.
5.8 SESSION 7 – Data publication, citation and persistent identifiers XE "SESSION 7 – Data publication, citation and persistent identifiers" 
5.8.1 Plenary - Introduction
Thomas Loubrieu (IFREMER) introduced the session explaining that the scope of data citation is the unique identification of connected concepts which are useful for provenance management, dataset traceability and "performance" evaluation. The citation is important to acknowledge contribution of researchers as data provider (and encourage their goodwill to professionally preserve their datasets). Citation is also important to acknowledge contribution of infrastructures or observation experiments (e.g. cruise) to the knowledge (i.e scientific papers), through data results. In addition, citation enable re-producibility of research or expertise results, from the physical sample on, through data results. The presentation and the outline of the session can be found here.
5.8.2 RDA Europe data citation implementation pilot study XE "RDA Europe data citation implementation pilot study" 
Thomas Loubrieu presented the European RDA pilot project for dynamic data citation (ARGO case), a proposal that set up by BODC (Justin Buck). He explains that a DOI for a dataset is a URI (Unified Resource Identifier) that resolves to a landing page managed by the publisher. Previously, there was one main DOI for the evolving ARGO dataset and additional DOIs for monthly snapshots. To comply with the RDA recommendations for dynamic data citation, a pilot project initiated through ODIP/RDA marine metadata IG propose: one single DOI for the dynamic dataset, dataset versioning and time stamping and keystore for requests. A solution (SEANOE) provided by IFREMER for datasets preservation and publication and endorsed by ARGO scientific coordination. Thomas Loubrieu showed then how SEANOE can handle links with persons (for IFREMER employees currently) and papers (through DOIs). Next plans include developing gateways with spatial data infrastructures and getting certification for long term preservation (DSA). Click here to view the presentation.
5.8.3 RDA US data citation implementation pilot study XE "RDA US data citation implementation pilot study" 
Cynthia Chandler (WHOI BCO-DMO) gave an overview of the US RDA pilot study for the development of the identification mechanisms for evolving datasets. The study adopts the 14 data citation recommendations for data versioning, data timestamping and data identification. The pilot project was funded by a MacArthur Foundation grant from RDA US in April 2016. She explained the BCO-DMO Data Citation System components. Data managed by BCO-DMO are published at WHOAS, the MBLWHOI Institutional Repository (IR), archived at NCEI and versioning is supported. The prototype is to be completed by 1 June 2016 and the pproduction version by 1 December 2016. To view the presentation, including details on the BCO-DMO system architecture, click here. 

5.8.4 H2020 THOR project (http://www.project-thor.eu) XE "H2020 THOR project (http\://www.project-thor.eu)" 
Andree Behnken (PANGAEA) presented the THOR project, a 30 month project funded by the European Commission under the Horizon 2020 programme. It will establish seamless integration between articles, data, and researchers across the research lifecycle. The results will be: reduced duplication, economies of scale, richer research services, and opportunities for innovation. The THOR will integrate services to capture artefact PID (Persistent Identifiers) and ORCID iD, support retrospective claiming, and PIDs for dynamic data and data subsets. Further information on the THOR developments, outreach and evaluation activities can be found here. 

5.8.5 Cruise DOIs XE "Cruise DOIs" 
Bob Arko (LDEO) reported on the progress at the USA on the Persistent Identifiers for research expeditions. The cruise DOIs was presented for first time at the AGU last year (besides ODIP Workshop in September 2015) and the response was very good as scientists are accustomed to use DOIs for datasets, repositories, networks, articles and funders (Crossref), researches (ORCID), and samples (IGSN). The original motivation was for products attribution (what researchers want), reproducibility and metrics (what funders and policy makers want), provenance track to original data (what data managers want). But increasingly researchers are interested for DataCite Cruise DOIs because: publishers recognize them, there is a standard kernel behind a DOI, DataCite interoperates with ORCID, CrossRef, Reuters, re3data.org, etc. Remaining issues are: a) to encourage researchers to get ORCIDs because R2R do not assign ORCIDs, b) to encourage repositories to incorporate Cruise DOIs in Dataset DOIs and sample IGSNs, and c) how to incorporate Persistent Identifiers for platforms (C17), physiographic features (C19, C38), programs (EDMERP), organizations (EDMO). Examples of cruise DOIs were given which can be viewed here. 

5.8.6 EarthCube iSamples Metadata & Identifiers and PHOIBOS Patrol 5 XE "EarthCube iSamples Metadata & Identifiers and PHOIBOS Patrol 5" 
Reyna Jenkyns (ONC) new partner in ODIP II, gave a report on the Working Groups of EarthCube iSamples Metadata & Identifiers and PHOIBOS Patrol 5. The Internet of Samples in the Earth Sciences (iSamples) RCN seeks to advance the use of innovative cyberinfrastructure to connect physical samples and sample collections across the Earth Sciences with digital data infrastructures to revolutionize their utility for science. The ultimate goal of this RCN is to dramatically improve the discovery, access, sharing, analysis, and curation of physical samples and the data generated by their study for the benefit of science and society. Background, participants, aims and potential collaborative opportunities for ODIP II were presented. Both working groups are targeting complementary solutions for metadata and identifiers for physical samples and expeditions. For more details, click here.
5.8.7 Discussion XE "Discussion" 
Thomas Loubrieu wrapped the session and noted that the linkage between the different concepts that are used in different institutes is the key issue. The group discussed which frameworks could be used to identify concepts such as cruises, samples, etc. Best practices could then be developed.
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5.9 SESSION 8 - Model workflows and big data: plenary  XE "SESSION 8 - Model workflows and big data: plenary" 
5.9.1 ESRI presentation XE "ESRI presentation" 
Dawn Wright (ESRI), new partner in ODIP II, presented from the perspective of ESRI’s their organization and the role in ocean science. ESRI is a Geographic Information Systems (GIS) software and services company which recently expanded to become a content company as well. Research is a strong part of ESRI’s mission and some of the resent ESRI’s contributions to science were outlined such the Ecological Land Units (ELU) and EMU Ecological Marine Units (EMU) Projects, data integration into the GEOSS data ecosystem, improved access to imagery and raster data, the Open Water Data Initiative, collaboration with the R – ArcGIS Community, apps for Citizen Science, Scientific Python, Science Books on GIS from Esri Press. The analytics of several ESRI applications were presented, such as the web and real-time GIS, data workflows packages, the ArcGIS Online Data Framework and its statistics, the Ocean Content of the Living Atlas of the World. There are 3 ways that ESRI is looking at interoperability: simple integration, interoperability out of the box and through collaboration such as with ODIP, IODE, EarthCube, 52North, etc. There is a very important evolution of ESRI towards open standards, formats, codes for providing open data access, platforms community sharing. GIS is being seen now as an “Open Science” movement for providing an Open Platform for Collaboration and Innovation. Concerning the collaboration with ODIP, ESRI is very pleased at participating at Prototypes 1, 3 for the netCDF standardization, big data, cloud services and workflows. For more details, click here.
The group then discussed potential collaborations with ESRI as well as ESRI’s plans for providing products and services to the developing countries.
5.9.2 ODIP 2 Practices XE "ODIP 2 Practices" 
Jay Pearlman (Univ. of Colorado) explains what best practices in the context of ODIP mean and proposed the following next steps for ODIP II: a) to identify specific areas with potential for being community practices, b) pick 2 areas as pilots, one mature and one emerging (e.g. PID, SWE applications, Metadata, an ODIP Prototype outcome,…), c) write a best practice description and practical implementation guidelines (for one of the pilots), and d) review with next ODIP Plenary for acceptance as an ODIP Best Practice and if it is accepted, deposit the description at IODE. The presentation can be accessed here.
The group discussed that there is interest of best practices and community practices and also need both for training and communication-dissemination strategy. Standards are continually change and ODIP can propose a number for solutions. The rest of community to adopt them in order to reach the target of interoperability. Training on a couple of the ODIP topics such as SWE, vocabs would help the community and IODE can push relevant material beyond ODIP group and towards the research community. 

5.10 MODEL WORKFLOWS AND BIG DATA
5.10.1 Big Data and Model Workflows XE "Big Data and Model Workflows" 
Adam Leadbetter (MI) introduced the topic on Big Data and Model Workflows and the presentations of the session. He reminded the group the main definition. Big Data is increasing the velocity that data are available close to very real time, increasing data volume, and increasing variety (structured data, social data, multimedia data, etc). “Big Data is really about having more data today than I had yesterday, such that I need to find and apply different ways and means of processing it to meet my NSF deadlines (by Lesley Wyborn)”. Click here for the presentation
5.10.2 Update on Streaming Data systems from the Marine Institute XE "Update on Streaming Data systems from the Marine Institute" 
Then, Adam Leadbetter continued his presentation with an update on streaming data systems at the Marine Institute, Ireland. The Streaming Data Philosophy, the Data Architecture, a SOS-OM-JSON example were overviewed and finalized the presentation with a live visualization demo of streaming data into model workflows. Click here to see more details on this 'Internet of Things' application.
5.10.3 Update from Australia XE "Update from Australia" 
Jonathan Hodge (CSIRO) gave an update from Australia and the new JavaScript world (Meteor JS) capabilities. Semantically rich Data Provider Nodes (DPNs) provide descriptions of data products, metadata and data service endpoints. DPNs are aggregated into a Data Brokering Layer to improve discovery of connected data products and their related services – metadata, provenance, etc. Two examples on Models (RECOM and WebTRIKE) and the CoESRA system workflow to demonstrate the digital playground were presented. Follow the presentation here.
5.10.4 NOAA’s Big Data Project XE "NOAA’s Big Data Project" 
Jeff Weber (UCAR/Unidata) introduced the NOAA’s Big Data Project, an innovative approach to publishing NOAA’s vast data resources and positioning them near cost-efficient high-performance computing, analytic, and storage services provided by the private sector. This collaboration combines three powerful resources - NOAA’s tremendous volume of high-quality environmental data and advanced data products, private industry’s vast infrastructure and technical capacity, and the American economy’s innovation and energy - to create a sustainable, market-driven ecosystem that lowers the cost barrier to data publication. The first task of the Big Data Project was the recreation of the National Center for Environmental Information archive of Level II RADAR data from 1991 to present and on-going. NEXRAD data are now freely available through the following cloud infrastructures. Click here for more details.
5.10.5 OneStop: a Big Data project application XE "OneStop\: a Big Data project application" 
David Fischman (NCEI Data Stewardship Division) introduced the OneStop project, a user-centered, data driven approach. Its purpose is to make data available by improving the discovery, access, and usability of NOAA data. The framework, design, architecture, storage services and an illustrative mockup of the project were explained. It builds on existing data management foundation, takes advantage of data located in the cloud, infuses specific innovations to enhance data discovery, access and re-use, it focuses on the entire data management framework and not just the interface and it offers security integral to the design from day one. The project just shifted from the Planning Phase to the Execution Phase. For more details, click here.

5.10.6 Discussion and other relevant presentations - The EVER-EST project. XE "Discussion and other relevant presentations - The EVER-EST project." 
Helen Glaves (BGS) presented the EVER-EST H2020 project. The main objective of the initiative is to improve the relationship between data providers, data users and external institutions. It will create a Virtual Research Environment (VRE) for earth science. Once deployed, the EVER-EST VRE e-infrastructure will be validated with the engagement of four Virtual Research Communities (VRC) covering different multidisciplinary working environments. It will define, implement and validate the use of “Research Objects” concepts and technologies in the Earth Science domain as a mean to establish more effective collaboration. The presentation can be accessed here.
5.11 SESSION 9 – Vocabularies XE "SESSION 9 – Vocabularies" 
5.11.1 Plenary

Rob Thomas (BODC) introduced the Vocabularies cross-cutting theme. There are several vocabularies e.g. different standards and ODIP is trying to find an adapter and then map between them. Click here to see the plenary introduction.
NVS developments
Rob Thomas gave the NERC Vocabulary Server (NVS2) update since the previous Paris Workshop. A wish list was compiled in the previous meeting for tooling vocabularies, content and mappings and he overviewed the progress of the list. He explained the vocabulary builder background (Roy’s fruit machine origin) and demonstrated an NVS live example on search and editing tools. Terms are deprecated but never removed otherwise broken links would break the web linked data. Click here to view presentation.
Report on AODN and ANDS vocabulary developments

Jonathan Hodge (CSIRO) gave the update on the IMOS vocabulary developments. IMOS is now using the Australian National Data Service (ANDS) vocabulary server, an implementation of Pool Party. It is fully operational system in several applications and products. The system has management and editing facilities. The BODC vocabulary service NVS2 is used by IMOS. Several issues that AODN has encountered such as mapping between AODN and BODC vocabularies were then highlighted.
Persistent identifiers - Cruise DOIs

Bob Arko (LDEO) gave the update of R2R on controlled vocabularies. The original use case in ODIP was to publish Cruise Summary Reports (CSRs) to populate POGO Catalog. The emerging use case past year is to populate global research indexes (DataCite, ORCID, Reuters/DCI, etc.). The adopted strategy is to accept reality e.g. a) we must publish content in multiple formats: ISO 19115, DataCite DOI, Linked Data, OGC WxS, and b) reuse persistent identifiers and controlled vocabularies. He summarized the current vocabularies used in R2R concept and the remaining issues such as: lack of persistent identifiers for terms in controlled vocabularies, best practices for where/how to embed terms in DOI records, and identifiers for Organizations (ISNIs?). Open the presentation here.
BCO-DMO and Use of PIDs

Cynthia Chandler (WHOI BCO-DMO) gave an update on how identifiers in vocabularies in the BCO-DMO system are used to link related resources discovered at distributed repositories. Open access to research data is now mandated by NSF and nearly all other federal funding agencies in the United States. Researchers can comply with this mandate by using services provided by a range of data repositories including: World, National and thematic Data Centers. GeoLink, an NSF-funded EarthCube project, is leveraging Semantic Web technologies to connect related content being curated at existing distributed repositories. Through examples Cynthia Chandler explained how PIDs are used in BCO-DMO system. The managed PIDs are: ORCiD (orcid.org) for people, DOI (R2R) for cruises, DOI (Institutional Repositories and Data Centres) for data sets, URI (NVS L05 and L22) for instruments, URI (NVS P0*) for parameters. Click here to open the presentation.
DMOMS Overview

Jocelyn Elya (FSU COAPS) presented the vocabulary mapping for the Distributed Oceanographic Match-Up Service (DOMS). The service is aiming to deliver matched in situ (SAMOS, ICOADS, SPURS) and satellite oceanographic data (ASCAT winds, Aquarius salinity, MUR and MODIS sea temperature) to users according to customized queries. The mapping is done by using the NERC Vocabulary Server search tool to find platform and device vocabularies. The parameters of the SAMOS in situ data sets mapped during ODIP I. The challenges faced during mapping concerned the quality flags, creating CF-like terms (for wind_speed_height, wind_speed_quality) and the DOMS linked data. Future challenge is how to represent quality in DOMS system. Click here to open the presentation.
Report on RDA VSIG activities
Adam Leadbetter (MI) gave an overview of the RDA Vocabulary Services Interest Group (VSIG) activities since the last ODIP meeting. They have been focused on existing vocabularies services and best practices for vocabularies publishing. The group is trying to come up with some best practices of how vocabularies services can interoperate with each other. The last survey focused on the distribution of vocabularies governance, best ways of governance and different roles within. Within the SeaDataCloud project the SeaDataNet NVS vocabularies will be documented so as to be transparent how they are used. It is a cross-disciplinary activity.
DOIs for NVS Controlled Vocabularies?

Adam Leadbetter (MI) explained the rationale behind the assignment of DOIs for the SKOS concepts, what sort of DOIs to use taking into account that: a) metadata updates in the NVS SKOS Concepts don’t change the philosophical “concept” being described, b) there is no deletion in the NVS, only deprecation, and c) the NVS dataset can grow – under a strict interpretation the dataset doesn’t really change. He made a proposal for a DOI of a SKOS concept collection taking into account the existing practices, thought and needs. Click here to see the proposal. 

5.12 Discussion XE "Discussion" 
Rob Thomas wrapped up the session and outlined next activities within the prototypes for vocabularies interoperability. The group discussed ways to capture the mapping between different vocabularies that is done within several projects and build a network such as publishing the mappings together with the vocabularies (such as the MMI ontology registry were people publish vocabularies with mapping to other vocabularies). The P35 mapping to P01 terms was explained that created for the delivery of more useful products. The units conversions needs attention.
At the end of the meeting the group visited the MESA Laboratory of NCAR.
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5.13 Breakout sessions XE "Breakout sessions" 
The group split in three smaller groups for discussion on cross-cutting themes: vocabularies, model workflows & big data and data publication. 
5.14 Breakout session reports XE "Breakout session reports" 
5.14.1 Vocabularies XE "Vocabularies" 
Vocabulary breakout notes
Karen Stockes reported on the breakout group discussions on vocabularies:

Alexandra Kokkinaki presents on new, proposed activities to create vocabularies with definitions of terms for each section of SensorML to provide some better semantic interoperability for SensorML. The definitions need to be created, but will leverage existing resources for that. Simon Jirka moderates a SWE Marine Profiles group and a wiki - this group is proposed for the governance. Also propose to map their terms to the MMI ORR. Overall, would like to complement the SWE profiles with vocabulary content. To contribute, email Simon and he will add you to the group. Alexandra/Simon will create a sub-page off the wiki for the semantic work. jirka@52north.org. 
Discussion. No disagreement was raised this proposed activity, but noted that the SWE people are not in the room. Reyna Jenkyns liked the linking to ODM 2.
Proposed to map to IOOS ontology at MMI, ODM 2. Also working on the provenance of the mappings. OWL overlays (SKOS and NVS) also suggested - clarified that this is ongoing, not new, work. 
Other NVS planned/considered work: 
· a richer set of predicates for NVS 2 - some legacy issues with the old NVS they are sorting out. Anyone who is an NSV user, please ensure you use NVS 2 url not the old one. If the urls you are using has mdg [?] in it, that is the old form. The specific predicates to add will be determined by community input - not set yet. 

· Addressing suitability for use for data. This came up for chemical contaminant info: for what uses is it reliable.  

· Unit conversions 

· Updating from GDCM version 6 to version 8

· Bulk upload functionality

· Multilingual definitions/labels. Support expressed for the importance of this, for larger uptake. Are seeking volunteers with the expertise to translate terms labels and definitions to additional languages.
· Governance models, and visibility of the governance model. Consdier both content governance (which terms are in a vocab, what are their definitions, and how they map to other vocabs) and technical governance (i.e. software and infrastructure to get the vocabs on the web). There is an ISO model (19119?) that makes clear who is responsible for which governance aspects: who applies changes, who is responsible for content, etc.). For content governance, plan to use their email list. Plus additional outreach as needed (e.g. adding a vessel to Platform list requires outreach to ICES). Governance exists, but it need to be made clear to the community. Existing NVS metadata for terms already contains a fair amount of role information; the ISO model would expand on this. 
Discussion
· Discussion over the role of the mailing list:  volume can be overwhelming, someone coming in late has a hard time finding the backstory of a term, but is easy to archive. 

· A request from the audience to create a list of adopters of vocabs, so can see who else is using it.

· Suggestion to consider SKOS XL to predicate over definitions and labels collaboratively: put a definition and predicate on it. Issues exist, and he hasn’t used, but might be a possibility. Also, would it be of any help to capture discussion in SKOS Notes?

· A search on pH brings back >100 results in NVS...additional filtering would be helpful. Response: use the advanced search, make it case sensitive, add a space and (missed rest) - so it does not find any term with the characters ph in it anywhere. Further request to allow the name of the project to be included - Rob showed how additional elements can be added. 
5.14.2 Model workflows & big data XE "Model workflows & big data" 
Dawn Wright reported on the Working Group 1 discussions on model workflows and big data. Group 1 conststed:
Adam Leadbetter - chair

Jonathan Hodges

Nabil Youdjou

Shane St. Clair

Dick Schapp

Dawn Wright - notetaker

Francoise Pearlman

Sissy Iona

Jay Pearlman

Ben Domenico

How big? 

· HF Radar data - 100s of TBs

· nearshore bathymetry

· geostat satellite, 10-m, 16 wavelenghts, every 10 min

· sentinel satellites in Europe

· gridded systems that bring things into common grid space - Australian geospatial data cube (Landsat, MODIS, VIIRS), common grid framework with lots of metadata flags against every pixel, data mining techniques applied - datacube.org? - open source implemented in Colombia, Indonesia, other countries

· Google Earth Engine Landsat forest cover

· Esri ArcGIS Server, ArcGIS Spatiotemporal Big Data Store with GeoAnalytics, Hadoop/Spark/MongoDb/Kafka, etc. frameworks - analytics run on HDF, Landsat, MODIS, VIIRS, high-rez bathy, social media, NYC taxi data, more
Our community has knowledge gap on how to leverage Hadoop/Spark

Do we need to migrate our formats; can netCDF handle big 10 min satellite data or should we look at other systems, formats. Scalability of netCDF is a concern of Unidata (Mohan taking the lead). More frequent scans at higher rez

Within science community, we need IT research space to come and help, often perceived as difficult to engage with.

Emergence of data science is helping to merge these communities. Students being trained in this (e.g., RPI program of Peter Fox), but current groups and managers DO need to understand what is needed. Need to upskill our organizations rather than making bigger and bigger archives.

Desired end products?: 
With true big data you can get further from your potential end users in govts who have to make mgmt decisions. Order of magnitude complexity begs the need for derived products.

Modeling:
need for products, NCAR GIS group is doing this with climate models; they are carefully picking out and publishing a set of products in GIS form for broader audiences. And also providing TRAINING materials as well.

Sensors:
CubeSats - from 1 or 2 big satellite products to 100 or more, high rez, frequent.

Universities in Dublin area and in US building small sensors, time series sensors, firehose!

Sensors in an oyster farm that measure in 20 Hz streamed to the web. Hard to store

How to parse the data?

· decisions are local. People want complete data and products in their local decision frame. "Big data" is a black box to them

· how to assess, analyze, process, let alone make relevant products

· Governments will fund us to build products and make 2-3 years to work that out and funders will get impatient

· image from satellites look beautiful but how to use

· need to solve the big data problem but also with interim, useful products, end-to-end example

· Products mean anticipating what people want? or process available to specify parameters that users use to define their own products? Need both options, as well as directly engage with end users 

· Need demos and prototype to go halfway, show possibilities. Let users think themselves how they can change their mgmt workflows to adjust accordingly 

· need to look at the whole supply chain from observation to decision makers. Can't build systems and products that have a fatal flaw.

· enter best practices from us but also from other communities (e.g., astro-informatics including Tony Hey, Nobel Prize winners). From graduate students to professors they all used data mining, neural network algorithms to process their data. Sloan Digital Sky Survey processes insane amt of data but web-service delivered, querable, discoverable, data mining procedures used to deliver these. 

· need cross-community input to look at developing best practices for the community

· other communities - industry, geographic information science (data mining and knowledge discovery)

· performance issues - tile services on top of THREDDS

· data mining and knowledge discovery research in GIScience (US and Europe), that GIS industry often turns to for R&D; national mapping organization - Geospatial World Summit and INSPIRE communities - serves many users from different disciplines 

· social science community? end user

· other data producers around the work

ODIP is for the people who make it happen (behind the scenes) but not for the people who use it - how to connect communities together

CSIRO Blue Planet:
· bring together data and technical communities to discuss challenges in a conference? Who would fund conference? RDA? astro informatics community not involved in RDA (big, BIG money); CSIRO astronomy and space science community,  new south african-australian telescope, sq-km array - going to produce 10 times amt of data on the Internet EVERY DAY, of which 90% is thrown away

· "the current Internet" is the new unit! :-)

· high altitude observatory at NCAR could be a discussant

· plug in what we learn to ODIP digital playground (and side discussion on iPython and other notebooks that are not being used in the ocean and coastal communities, but are standard practice in others. Next step beyond GitHub)

· close to Geospatial Data Cube approaches

· ideas from EGU?

· CyberGIS community is an allied community working on similar projects, problems

· Esri hosted a CyberGIS conference last year, and might be able to host

· ODIP conference that invites other communities, is it ODIP conference or a scientific big data conference of which there are many. Might be best to focus it on an ODIP topic (env big data

· are these topics being discussed at big data conferences that we're not at?

· we might want to couch it as a more specific ODIP workshop with the theme of "come and solve the ocean's big data problem"

· or integrate it as part of an ODIP workshop; perhaps as a 2-day 

· external expert to give a short webinar to ODIP on topics, as Jonathan was invited to astro-informatics community to talk about coastal issues?

· ODIP Australia next year - astro informatics presenter? Catalyst for future ideas, action items; ACTION: Jonathan will contact CSIRO Astronomy Space Science group and related

· ODIP generates list of Qs, develop webinars around them

Adam Leadbetter reported on the Working Group 2:
The first area for discussion was “What is Big Data”? It was decided that in order for it to be truly Big Data a requires at least two of the “V”s: Volume; Variety; and Velocity. It was also discussed that Big Data will often involve mining from a combined collection (i.e. larger volume) of small, complex (i.e. high variety) datasets, such as the full SeaDataNet data holdings.

The group moved on to discussing the requirements for the ODIP “Digital Playground.” They discussed which tools they felt were important in such a platform. These include interactive visualisation and analysis tools; collaborative tools for exchanging data, information and messages; representations of knowledge through workflows; and research objects (such as academic papers, other reports, and “best” practices) to share experiences with workflows. They noted that there is much we can learn from the astrophysics and biology communities with respect to research objects. Following on from this, they talked through other Virtual Research Environments they were aware of and discussed extracting the ideas behind those in order to build the ODIP Digital Playground, through collaboration with, for example, the Tetherless World Constellation at Rensselaer Polytechnic Institute.

There was then a more focussed discussion on aspects of visualisation, and how best to make the visualisations in the Digital Playground interactive. These visualisations should include search, composition and analysis tools to allow users to truly interact with the data as we are moving from a paradigm in which users expect to download data before they can explore it to one in which they can use online tools to achieve these goals. Some kind of 3-D viewer with WebGL capability would be desirable. The ideas of “iconic” representations (which can be understood by all) and “symbolic” representations (which imp-lies shared knowledge) were discussed. The Digital Playground could also include workflows in a Service Oriented Architecture, and expand on the semantic integration in Taverna and Web Processing Service chaining developed by the EU EP7 project NETMAR. They discussed both human and machine learning interpretation of data and how semantic reasoning and data integration to capture knowledge may be desirable within the Digital Playground.

A final observation from this discussion was that maps evolving into Geographical Information Systems may be analogous to data storage evolving into Data Information Systems.

5.14.3 Data citation & publication XE "Data citation & publication" 
Thomas Loubrieu (IFREMER) reported on the breakout group for data citation and publication. Data citation is needed for: a) provenance and reference, re-producibility of the results in scientific papers, and b) to give credits and impacts, evaluation: cannot be completely handled with citation, usage should catalogued, download is an important indicators. 
What is needed: 
· Datasets, including dynamic, models and observations 

· Persons 

· Papers 

· Data services (in between paper, software, data) 

· Software (link between data and product) 

· Numerical model+configuration+forcing 

· Workflows, example with biomass evaluation 

· Cruises 

· Infrastructure → fleet, organized network of platforms for a specific purpose 

· Platforms, sensors → in vocabularies, sensor instance is not a concept.

· Samples (physical, biology) 

· Could be wrapped in Research Objects

Where the concepts can be cited:
· Datasets, including dynamic : dataCite, data papers 

· Persons: orcID 

· Papers: various editors, journals, policies/standards 

· Software, workflow, model configuration, data services: fixShare, zenodo (gateways from gitHub) 

· Cruises: dataCite 

· Infrastructure: ???? 

· Samples (physical, biology) : IGSN, LSID

What is the priority for identification? 

· Depends on the objective (credit or provenance) 

· For provenance, challenges: 

· to get research data in the data centre: 

· data citation is a carrot, e.g. NOAA, IFREMER). Mismatch in timeline, embargo can be configured (challenge with the reviewers). 

· trust between data centre/research (submission agreement in NOAA). 

· Editor, reviewers need to be educated as well 

· For credits, challenges: 

· Infrastructure, organization, person identification 

· Much more tricky to organized, performance indicators can be fooled, Download audience is a pragamatic indicator

How the citation can be done? Profiles ? Cross-links ? 

· Datasets, including dynamic : #, …, crossRef, dataCite statistics 

· Data papers: since 2014 data citation managed by crossRef, GBIF and Nature, Science enable data paper publication. Data paper can aggregated datasets. 

· Data repository can be accredited by editors (Nature, …) : dataOne, Seanoe 

· Best practices (e.g. COPDESS for editing)

On dataset identification:
· Issue with proliferation of DOIs, dilution of impact 

· Authorities on DOI registration (publisher): dataCite does not rule this. Self-organized. 

· Score, metric on DOIs will rank the result 

· As a conclusion, as less as possible DOI should be minted (the # proposal is interesting in this perspective) 

· Granularity, collection definition...Downstream usage is driving the granularity
5.15 SESSION 12 - Workshop wrap-up XE "SESSION 12 - Workshop wrap-up" 
5.15.1 Plans for next 8 months and dissemination activities XE "Plans for next 8 months and dissemination activities" 
Helen Glaves (BGS) presented the priorities for the next 9 months, the deliverables from M14-23, the periodic review, and the location and dates of the next Workshop. The H2020 Open Access Policy was explained as well as the publishing to peer reviewed journal articles using ODIP II project funding. There are specific requirements of what metadata to be used in the publications such as the ODIP acknowledgment. Then, dissemination opportunities were discussed where ODIP can be involved such as the IMDIS2016 conference, GEO meeting and RDA 8th plenary. The dissemination activity reporting also outlined to the group. Click here for more details.

5.15.2 Closing remarks XE "Closing remarks" 
Helen Glaves (Project Coordinator) and Dick Schaap (Technical Coordinator) wrapped up the Workshop and thanked participants for their active contribution, enthusiastic participation, fruitful discussions and engagement to the future activities. They also thanked the local hosts for their great hospitality and the excellent organization facilities. 
· Terminology

	Term
	Definition

	AODN
	Australian Ocean Data Network

	BCO-DMO
	Biological and Chemical Oceanography Data Management Office located at Woods Hole Oceanographic Institution

	CCAMLR
	Committee for Conservation of the Antarctic Marine Living resources

	C-DEBI
	Center for Dark Energy Biosphere Investigations, a National Science Foundation to explore life beneath the seafloor and make transformative discoveries.

	CDI
	Common Data Index metadata schema and catalogue developed by the SeaDataNet project

	CF 
	Climate and Forecast conventions: metadata conventions for the description of Earth sciences data, intended to promote the processing and sharing of data files http://cfconventions.org/  

	CSR
	Cruise Summary Reports is a directory of research cruises.


Global non-profit organisation that provides persistent identifiers (DOIs) for research data to support improved citation https://www.datacite.org/  

	
	

	DOI
	Digital Object Identifier (DOI): a unique persistent identifier for objects which takes the form of a unique alphanumeric string assigned by a registration agency  

	EDMO 
	European Directory of Marine Organisations 

	EMODnet 
	EU-funded intiative to develop and implement a web portal delivering marine data, data products and metadata from diverse sources within Europe in a uniform way. http://www.emodnet.eu/   

	GEO 

	Group on Earth Observations: a voluntary partnership of governments and organizations  supporting a coordinated approach to Earth observation and information for policy making 

	GEO-DAB 
	Brokering framework developed and implemented by GEO for interconnecting heterogeneous and autonomous data systems 

http://www.geodab.net/  

	GEOSS
	Global Earth Observation System of Systems: international initiative linking together existing and planned observing systems around the world 

 http://www.earthobservations.org/geoss.php  

	GCMD
	Global Change Master Directory, a directory of Earth Science data sets and related tools/services, part of NASA's Earth Observing System Data and Information System (EOSDIS), 

	GitHub
	A distributed revision control and source code management (SCM) system (GIT) repository web-based hosting service which offers all of the distributed revision control and source code management (SCM) functionality of Git as well as adding its own features

	Google Hangout
	A communication platform developed by Google which includes instant messaging, video chat, SMS and VOIP features.

	ICES
	International Council for the Exploration of the Sea

	IHO 
	International Hydrographic Organization (IHO)

	IMOS
	Integrated Marine Observing System: Australian monitoring system; providing open access to marine research data 

	INSPIRE
	Infrastructure for Spatial Information in the European Community

	IOC
	Intergovernmental Oceanographic Commission of UNESCO (IOC/UNESCO). 

	IODE
	International Oceanographic Data and Information Exchange (part of IOC)

	IOOS 
	US Integrated Ocean Observing System https://ioos.noaa.gov/  

	ISO 
	International Organization for Standardization http://www.iso.org  

	IODP
	International Ocean Drilling Program 

	JSON
	JavaScript Object Notation: an open standard format that uses human-readable text to transmit data objects consisting of attribute–value pairs

	NCBI
	National Center for Biotechnology Information for sequence data

	NetCDF 
	Network Common Data Form (NetCDF): a set of software libraries and self-describing, machine- independent data formats that support the creation, access, and sharing of array-oriented scientific data. 

	ODP
	Ocean Data Portal: data discovery and access service, part of the IODE network

	ODV
	Ocean Data View (ODV) data-analysis and visualisation software tool.

	O&M
	Observations and Measurements: OGC standard defining XML schemas for observations, and for features involved in sampling when making observations

	OGC
	Open Geospatial Consortium: an international industry consortium to develop community adopted standards to “geo-enable” the Web

	ORCID 
	Open Researcher and Contributor ID: a non-proprietary alphanumeric code to uniquely identify scientific and other academic authors and contributors http://orcid.org/  

	POGO 
	The Partnership for Observation of the Global Oceans: a forum created by the major oceanographic institutions around the world to promote global oceanography. 

http://www.ocean-partners.org/  

	R2R
	Rolling Deck to Repository: a US project responsible for the cataloguing and delivery of data acquired by the US research fleet.

	REST 
	REpresentational State Transfer (REST): an architectural style, and an approach to communications often used in the development of web services 

	RDA
	The Research Data Alliance (RDA) builds the social and technical bridges that enable open sharing of data.

	RNC
	NSF Research Coordination Network

	SensorML
	OGC standard providing models and an XML encoding for describing sensors and process lineage

	SDN
	SeaDataNet: EU-funded pan-European e-infrastructure for the management and delivery of marine and oceanographic data

	SKOS
	Simple Knowledge Organization System: a W3C recommendation designed for representation of thesauri, classification schemes, taxonomies, subject-heading systems, or any other type of structured controlled vocabulary

	SOS
	Sensor Observation Service: a web service to query real-time sensor data and sensor data time series. Part of the Sensor Web

	SPARQL
	a query language for databases, able to retrieve and manipulate data stored in a Resource Description Framework (RDF) format

	SWE
	Sensor Web Enablement: OGC standards enabling developers to make all types of sensors, transducers and sensor data repositories discoverable, accessible and useable via the web

	US NODC 
	US National Oceanographic Data Centre (now the NOAA National Centres for Environmental Information) 

https://www.nodc.noaa.gov/  

	XML 
	Extensible Markup Language: a markup language that defines a set of rules for encoding documents in a format that is both human-readable and machine-readable http://www.w3.org/XML/  
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